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;everal new VLSI layouts for the_ shuffle-exchange graph. These include
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exchange graph, and Lr.4 ( s fl/si PC N)

2) several practical layouts for small siuffle-ex'change graphs.
The new layouts require substantially less area than previously known layouts

and can serve as the basis for designing large scale shuffle-exchange chips.

In the second part of the thesis, we develop general methods for proving lower
bounds on the layout area, crossing number, bisection width and maximum edge
length YLSI networks. Among other things, we use these methods to find

an N-node planar graph which has layout area O(NlogN) and maximum
edge length O(N 1 2/Iog1"2N)

2) an N-node graph with an O(Nl/2)-separator which has layout area
O(Niog2N) and maximum edge length O(lf/'2logN/IloglogN), and

3) an N-node graph with an O(Na)-separator (for a>/2) which has maximum
edge length O(Na).

The area results indicate that some graphs with OPI)-separators (and, in
particular, some planar graphs) do not have linear-area layouts, thus disproving a
popular conjecture. The edge length bounds indicate that the layouts of some
networks must have very long wires (possibly as long as the width of the layout).
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INTRODUCTION

The recent engineering advances in Very Large Scale Integrated (VLSI) circuitry

have made it possible to wire tens of thousands of transistors onto a single chip. In
the near future, it is expected that fabrication of chips containing millions of
transistors will be commonplace [MC80]. In order that this massive computational
resource be efficiently utilized, theoretical researchers have been actively trying to

answer such questions such as:

1) "What is a good model for VLSI chip design and computation?,"

2) "What communications networks can best perform important operations
such as sorting, matrix multiplication and discrete Fourier transform?" and

3) "What is the best method of laying out a network on a chip?."

Several models have been proposed for VLSI computation [T80,LS81,CM81].
The most widely accepted is due to Thompson and is known as the Thompson

model [T79,T80]. Thompson's model of a VLSI chip is quite simple. The chip is
presumed to consist of a grid of vertical and horizontal tracks which are spaced
apart by unit intervals. Processors are viewed as points and are located only at the
intersection of grid tracks. Wires are routed through the tracks in order to connect
pairs of processors. Although a wire in a horizontal track is allowed to cross a wire
in a vertical track, pairs of wires are not allowed to overlap for any distance (i.e., in
they cannot overlap in the same track). Further, wires are not allowed to overlap
processors to which they are not linked. As an example, we have drawn a
Thompson model layout of a 4-processor network in Figure 1.

Figure 1: A Thompson model layoui 9f a 4-processor network in
wihich each processor is linked to every other processor.
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Much has also been accomplished in the way of finding good communications

networks for VLSI. For example, the complete binary tree [MC80], the 2-

dimensional mesh [TK77,KL78,MC80], the cube-connected-cycles graph [PV79

and the shuffle-exchange graph [S71,L75,L76,NS79,P80,S80,SR80a,T79,T80 are all

known to be capable of performing a wide .ange of operations. The shuffle-

exchange graph, in particular, is an incredibly powerful and efficient

communications network. Among other things, it can be used to compute discrete
Fourier transforms, multiply matrices, sort lists and evaluate polynomials. Except

for sorting (which requires O(log2N) time), these operations require no more than
logarithmic time and constant space per processor. This is exponentially faster than

the running times of the corresponding sequential algorithms and the
corresponding parallel algorithms on networks such as the 2-dimensional mesh.
As, in addition, the processors required for these operations are quite simple, the
shuffle-exchange network is very well suited for VLSI implementation on a chip.

The shuffle-exchange graph comes in various sizes. In particular, there is an
N-node shuffle-exchange graph for ever)' N which is a power of two. Each node of
the (N= 2)-node shuffle-exchange graph is associated with a unique k-bit binary
string ak.... ao.Two nodes w and w' are linked via a shuffle edge if w' is a left
or right cyclic shift of w (i.e., if w = ak.-... a0 and w' = ak.2 .. aak..I Or
w = ao... ak-la) , respectively). Two nodes w and w' are linked via an
exchange edge if w and w' differ only in the last bit (i.e., if w = ak.1. .. a1O and

w = ak.1... all or vice-versa). As an example, we have drawn the 8-node
shuffle-exchange graph in Figure 2. Note that the shuffle edges are drawn with
solid lines while the exchange edges are drawn with dashed lines. We shall follow

this convention throughout the thesis.

100 101

----
000 001 110 ill

010 011

Figure 2: The 8-node shuffle-exchange grapiL
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The third question of interest to VLSI researchers ("What is the best method of
laying out a network on a chip?") has proved to be, by far, the most difficult. It is
also the subject of this thesis. In order to answer the question for a particular
network, we must do the following three things:

1) decide what it means for a layout to be "good,"

2) find a "good" layout for the network, and

3) prove that the layout is as "good" as possible.

Most people agree that a "good" layout is one which does not require much
area. This is quite reasonable since small layouts are easier to wire on a chip, cost
less and have far higher yields than layouts with larger amounts of area. Recently,
there has also been interest in designing layouts with short wires. Although wire
length considerations are not as important as area considerations, it is possible that
layouts with long wires may be less efficient and run slower (due to longer
transmission times) than layouts with shorter wires. Both quantities are easily
expressed in terms of the Thompson model, which is nice from a mathematical
point of view. For example, the layout area of a network is the minimum amount
of area required to lay out the network in the Thompson model. (The area of a
layout in the Thompson model is defined to be the product of the number of
vertical tracks and the number of horizontal tracks which contain a processor or
wire segment of the layout.) Similarly, the maximum edge length of a network is
the minimum amount of wire which is needed to embed the longest edge in any
Thompson model layout of the network.

Good layouts are known for several communications networks; including the
complete binary tree [MR79,PRS81,BL81], the 2-dimensional mesh and the cube-
connected-cycles graph [PV79]. The known layouts for the shuffle-exchange graph,
however, are not very good. Thompson IT801 was the first to find a nontrivial
layout for the shuffle-exchange graph. In particular, he found an O(N 2/log t'2N)-

area layout of the N-node shuffle-exchange graph. He also showed that any layout
for the N-node shuffle-exchange graph must have at least Q(N 2 /log2N) area. Hoey
and Leiserson [HL80] improved the upper bound by finding an O(N 2/ogN)-area
layout for the N-node shuffle-exchange graph. Neither Thompson's nor Hoey and
Leiserson's layouts are practical, however, and neither meets Thompson's
asymptotic lower bound.

4



In Part I of the thesis, we find good layouts for the shuffle-exchange graph. In

particular, we describe an asymptotically optimal O(N2 /og 2N)-area layout for the

N-node shuffle-exchange graph. Although the layout is not optimal For small

values of A'. we show how it can be modified in order to produce good layouts for

small shuffle-exchange graphs. As these layouts are practical, it should now be

possible to build a shuffle-exchange chip.

Finally, we are left with the task of proving that a layout which appears to be
good is, in fact, optimal. Although Thompson T79,T80], Vuillcmin [V80] and

.ipton and Sedgewick [1"S811 have all shown how to prove area lower bounds for

certain computationally useful networks (such as the shuffle-exchange graph), it is

not known how to prove sLIch lower bounds in general. For example, no nontrivial

lower bounds have been found for the class of graphs which have O(N'/ 2)-

separators. (This class includes the very important class of planar graphs.) Nor

have any methods been discovered for proving nontrivial lower bounds on the

maximum edge length of a network.

In Part 11 of the thesis, we describe several techniques for proving good layout

area and maximum edge length lower bounds. In particular, we concentrate on

finding good lower bounds for the crossing number, wire area and maximum edge

crossing of a network. The crossing number of a graph is the minimum number of

pairs of edges which must cross in an ' drawing of the graph in the plane. The

maximum edge crossing of a graph is the largest number of edges which must be

crossed by some edge in any drawing of the graph. The wire area of a network is

simrly the minimum amount of wire which must be used to embed the network in

the Thompson model. It is clear that for any network,

crossing number < wire area < layout area

and also that

maxinum edge crossing < maximum edge length.

In addition, the crossing number, wire area and maximum edge crossing are

worth minimizing independent of layout area and maximum edge length

considerations. This is due to the fact that

1) chips with a large number of wire crossings (and, in particular, those with

wires which cross many other wires) have substantially nmore problems with

5
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capacitive coupling (i.e.. interference between overlapping wires) than do
chips with fewer crossings, and

2) chips with high wire area cost more and experience lower yields than do
chips with lesser wire area.

Unfortunately, the results of Part II indicate that the crossing number and wire
,, area are usually as large (up to a constant factor) as the layout area. In addition,

the maximum edge crossing is often nearly as large as the side length of the chip.
More importantly, however, crossing number and wire area arguments can be used
to prove better lower bounds on the layout area and maximum edge length than
were possible with existing techniques. In particular, we will use such arguments

* to find

1) an N-node planar graph which has layout area O(NlogN) and maximum
edge length O(Nl/ 2/Iog1 ' 2N),

2) an N-node graph with an O(N"2)-separator which has layout area
O(Nlog2N) and maximum edge length O(N1"21ogN/loglogN), and

3) an N-node graph with an O(N 0 )-separator (for a>/2) which has maximum
edge length O(Na).

The area results indicate that not all graphs with O(Nl/)-separators (and, in
particular, not all planar graphs) can be laid out in linear area, thus disproving- a
popular conjecture. The edge length bounds indicate that layouts of certain
networks must have some very long wires (possibly even as long as the side length
of the layout). Taken together, these results answer all of the previously open
questions concerning layout area and maximum edge length of VLSI networks
with known separators.

6



PART I

LAYOUTS FOR THE SHUFFLE- EXCHANGE GRAPH

4

,o.

I

-I



CHAPTER 1

REVIEW OF KNOWN LAYOUTS

In this chapter, we review the known layouts of the shuffle-exchange graph. In
section 1.1, we describe Thompson's [T80] straightforward O(N/logJ12N)-area
layout. This is followed in section 1.2 by a detailed description of Hoey and
Leiserson's complex plane diagram. The complex plane diagram is very helpful in
finding good layouts for the shuffle-exchange graph. For example, Hoey and
Leiserson [HL80] have used the diagram to find an O(N 2/logN)-area layout for the
N-node shuffle-exchange graph. In Chapter 2, we will use the diagram to find a
variety of layouts for the N-node shuffle-exchange graph including one which
requires only O(N2/log312N) area. (Such a layout has also recently been found
independently by Steinberg and Rodeh ISR80b].) The complex plane diagram will
also be used in Chapter 4 as an aide in the construction of good practical layouts
for small shuffle-exchange graphs.

1.1 Thompson's Layout

Thompson was the first to investigate VLSI layouts for the shuffle-exchange
graph. In his thesis [T80], he showed that any layout for the N-node shuffle-
exchange graph requires at least 1(N 2/Iog 2N) area. (We reprove this fact using
crossing number arguments in Part II of the thesis.) In addition, he described a
layout requiring only O(N2/logl 2N) area. In what follows, we present
Thompson's layout and give a simple proof that it does, in fact, require just
O(N 2/Iog'l 2N) area.

Given any k-bit string w, define the size of w to be the number of 1-bits it
contains. For example, the size of 10110 is 3. Thompson's idea was to lay out the
N= 2 k nodes of the shuffle-exchange graph on a straight line in order of
nondecreasing size. It is easily seen that shuffle edges link nodes which have the
same size and that exchange edges link nodes which have sizes differing by one.
Thus the edges of such a layout are relatively short. In particular, the number of
horizontal tracks needed to embed all of the edges is at most O( max R) where

8is"

p -
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B. is the number of nodes of size s. This is due to the fact that at most

O(Br-,+ Bs+ Bs, 1) edges can cross any vertical cut of the layout which is located

between a pair of nodes of size s.

It is easy to show that Bs = C(k,s) for each s where

C(k,s) = k!/[s!(k-s)!l

is the well-known function for binomial coefficients. It is also well-known that

C(k,s) achieves its maximum value at s= k/2 for any k. Using standard asymptotic
analysis, it is easily shown that C(k,k/2) - O(2k/k/ 2 ) for large k. (For a good

review of such techniques, see Bender and Orszag's book [B0781.) Thus

Thompson's layout requires only O(N/og12N) horizontal tracks. Since at most 3

vertical tracks are needed to embed the vertical portions of the edges incident to

any given node, we can conclude that Thompson's layout has area O(N 2/ogJ1 2N).

1.2 Hoey and Leiserson's Complex Plane Diagram

In [HL80], Hoey and Leiserson observed that there is a very natural embedding

of the shuffle-exchange graph in the complex plane. In what follows, we describe
this embedding (henceforth referred to as the complex plane diagram) and point
out some of its more important properties. In addition, we give a brief description

of the method used by Hoey and Leiserson to transform the diagram into an

O(N2/logN)-area layout for the N-node shuffle-exchange graph.

1.2.1 Definition

Let Sk = e2wi/k denote the kth primitive root of unity. Given any k-bit binary
string w = ak.l ...ao , let p(w) be the map which sends w to the point

p(w) =ak. kk +... +al8k + a

in the complex plane. As each node of the (N= 2k)-node shuffle-exchange graph
corresponds to a k-bit binary string, it is possible to use the map to embed the

shuffle-exchange graph in the complex plane. For example, we have done this for
the 32-node shuffle-exchange graph (whence k=5) in Figure 1-1. As is usual, we
have drawn the shuffle edges with solid lines and the exchange edges with dashed
lines. For simplicity, each node is labeled with its value instead of its 5-bit binary

string. (By the value of a node, we mean the numerical value of the associated

k-bit binary string.)

9
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+1i

12 . °"...... . \, k

-2li

-2" i ___ ..... -__ _ _ ......... ___ __

-2 -1 0 +1 +2

Figure 1-1: The complex plane diagram for the 32-node
shuffle-exchange graph. (Taken from [H L80J.)

1.2.2 Properties

Examination of Figure 1-1 indicates that the complex plane diagram has some
very interesting properties. First, it is apparent that the shuffle edges occur in
cycles (which we call necklaces) which are symmetrically placed about the origin.
This phenomenon is easily explained by the following identity:

k 2"

8 k P(ak- I .ao) = ak18kk + ak.28kk l +"" + al8k2 + ao8k

= ak.  +... + aO8 k + ak

= p(ak.2.., aoak. 1).

Thus traversal of a shuffle edge corresponds to a 27r/k rotation in the complex
plane.

Except for degenerate cases, the preceding identity also indicates that each
necklace is composed of k nodes, each a cyclic shift of the other. Such necklaces
are called full necklaces. Degcncrate necklaces contain fewer than k nodes and,
because they must have some symmetry, are mapped entirely to the origin cif the

10
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complex plane diagram. For example, {00000} and 10101, 1010} are degenerate
U necklaces while both {101, 011, 1101 and {11100, 11001, 10011, 00111, 01110) are

full.

It will often be convenient to refer to a necklace by one of its nodes. In
particular, we will use the notation <w> to indicate the necklace generated by w.
This is simply the collection of cyclic shifts if w. For example, the necklace
generated by 101 is <101> = {101, 011, 110.

Exchange edges are also embedded in a very regular fashion by the complex
plane diagram. In fact, each exchange edge is embedded as a horizontal line
segment of unit length. This phenomenon is explained by the identity

p(ak....aO) + 1 = ak.18kk +... + aI8k + 1

= p(ak.... all).

In some cases, several exchange edges are contained in the same horizontal line
of the diagram. Such lines are called levels. For example, there are 9 levels in the

diagram of the 32-node shuffle-exchange graph shown in Figure 1-1. We will use
the properties of levels in Chapter 2 to find an O(N/log/ 2A)-area layout for the
N-node shuffle-exchange graph. They will also be used in Chapter 4 to find good
practical layouts for small shuffle-exchange graphs.

1.2.3 An O(N 2/logN)-Area Layout

In [HL80], Hoey and Leiserson showed how to use the complex plane diagram
to construct an O(N2/logN)-area layout for the N-node shuffle-exchange graph.
Their method was very involved, however, and we have chosen not to include it
here. The basic idea is to use the structural properties of the complex plane

diagram to find an O(N/log/ 2N)-separator for the N-node shuffle-exchange graph
whenever N is of the form 22' for some r>0. The separator can then used to
construct an O(N 2/logN)-area layout by using Leiserson's general layout technique
for graphs with known separators [L80a].

Shortly after writing [HL80, Hoey and Leiserson found a far simpler

O(N/IogN)-area layout for the N-node shuffle exchange graph which was, in
addition, valid for all N. By the that time, however, we (as well as several others)
had also observed that the complex plane diagram could be used to find a simple
layout for the shtfme-exchange graph. This layout is described in Chapter 2.

, 11



CHAPTER 2

LAYOUTS BASED ON THE COMPLEX PLANE DIAGRAM

In this chapter, we present several layouts of the shuffle-exchange graph which
are based on Hoey and Leiserson's complex plane diagram. We commence in
section 2.1 with a straightforward O(N 2/logN)-area layout of the N-node shuffle-
exchange graph. As we mentioned in Chapter 1, this layout has also been
discovered by many others (including Hoey and Leiserson). In section 2.2, we
show how the layout can be modified so as to require only O(N2/log 312N) area.
The latter layout was also discovered independently by Steinberg and Rodeh
[SR80b]. We conclude the chapter by menticaing an additional O(N2/log-"2 N)-

area layout as well as a layout which might require even less area.

4 2.1 A Straightforward O(N2/logN)-Area Layout

In this section, we describe a straightforward layout of the shuffle-exchange
graph which requires only O(N2/logN) area. The layout is formed from a grid of
levels and necklaces which we refer to as the level-necklace grid Each row of the
grid corresponds to a level of the complex plane diagram. The columns are

divided into consecutive column pairs, each pair corresponding to a necklace. In
particular, the leftmost column of each column pair corresponds to that part of the
necklace which is contained in the left half of the complex plane. Similarly, the
rightmost column corresponds to the part of the necklace contained in the right
half of the complex plane. We assume that the rows are ordered from top to
bottom so as to be consistent with the natural ordering of the levels in the complex
plane but (for the time being) place no restrictions on the left-to-right order of the
necklaces.

Each node of the shuffle-exchange graph is placed at the intersection of the row
and column of the grid which correspond to the level and part of the necklace (left
half or right halo to which it belongs in the complex plane diagram. For example,

we have done this for a random ordering of the necklaces of the 32-node shuffle-

exchange graph in Figure 2-1.

12
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necklaces

<3> <7> <31><11> <1> <5> <0> <15>

6 7
2 --- -- - - -- - -

3 14 2 153L

22 4. 5 23
4 P

11 10
levels 5 -01

12 19 31 13 1 18 0 30

2 1 20
7 - -- - ._ -

26 8 9 27
8 -: 17 28 16 [ 29

24 25

Figure 2-1: A level-necklace grid for the 32-node shuffle-exchange graph.

Notice that we used just one vertical track to embed the necklaces <0> and (31>

in the grid. As each necklace contains just one node, it is clear that this is

sufficient. In general, necklaces which are mapped to the origin by the complex
plane diagram are a nuisance since they become lumped together in a single point
of the level-necklace grid. Fortunately, there are relatively few such node.. In
particular, Hoey and Leiserson showed the following.

Lemma 2-1 (Hoey and Leiserson [HL80]): At most O(N/logN) nodes of the N-
node shuffle-exchange graph are mapped to the origin of the complex plane diagram.

Proof- Every node which is mapped to the origin of the complex plane diagram

is adjacent (via an exchange edge) to a node at position (1,0) or (-1,0). Any node
which is not mapped to the origin is contained in some full necklace, at most two
nodes of which are contained in positions (1,0) or (-1,0). Thus for every pair of

nodes which are mapped to the origin, there are at least k = logN nodes which
are not mapped to the origin. Thus at most O(N/k) = O(N/logN) nodes can be
mapped to the origin D3

Since at most O(N/logN) nodes are mapped to the origin, we can (for the time
being) ignore them. Th-ey can always be inserted later at a cost of at most

O(N/logN) additional vertical and horizontal tracks. Since any layout of the

shuffle-exchange graph which we will consider will have at least Q(N/ogN) vertical

13



and horizontal tracks, the added tracks can increase the area of the final layout by
at most a constant factor. We will also use this strategy in Chapter 3 when we

ignore several O(N/logN)-sized sets of nodes.

Since each full necklace contains at most k = logN nodes, it is easy to see that
the N-node shuffle-exchange graph has at most O(N/logN) full necklaces. Thus at
most O(N/logN) vertical tracks are needed to embed all of the shuffle edges in the
level-necklace grid'. It is also easy to show that at most N horizontal tracks are
needed to embed all of the exchange edges (one track is used for each exchange
edge). Thus the total area of the layout for the N-node shuffle-exchange graph is
O(N2/log). As an example, we have added the edges of the 32-node shuffle-
exchange graph to the level-necklace grid in Figure 2-1 to produce the layout
shown in Figure 2-2. Note that we have omitted <0> and <31> in this layout since
they are mapped to the origin of the complex plane diagram.

necklaces

<3> <7> <11> <i> <5> <15>

1 .6

2 (14

3 412.2 1
4t - -- _ 15

4,,---- -410

levels 5 H 13 30

."". 6 -4- . . . 021 20

7 26

8 9

'-8 2 8 2 9

17 16
9I

24 25

Figure 2-2: Layo.l produccdfrotn ihe level-necklace grid.lio.', in Figure 2-1.
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2.2 An Improved O(N 2 /log3IN'. Area Layout

It is possible to improve the layout described in section 2.1 by reducing the

number of horizontal tracks needed to embed the exchange edges. This can be

done in two ways. First, exchange edges which are in the same level of the

complex plane diagram but which do not overlap in the level-necklace grid can be
inserted on the same horizontal track. As more exchange edges are inserted on the
same track, fewer total tracks will be needed to embed all of the exchange edges.
Secondly, the necklaces can be re-ordered so as to increase the average number of

exchange exchange edges which can be inserted on each horizontal track.

Although we do not know how to best order the necklaces in general, we have

found several orderings which yield O(N2T/log3/ 2N)-area layouts for the N-node
shuffle-exchange graph. For instance, we will show in what follows that such a
layout can be constructed by arranging the necklaces from left to right in order of
nondecreasing size. (The size of a necklace is simply defined to be the size of any
of its nodes.) This observation has also been made by Steinberg and Rodeh in

ISR80b].

In order to bound the number of horizontal tracks needed to insert the exchange

edges, we will show that the maximum overlap of exchange edges on each level

occurs in between necklaces of size k/2. Since the maximum overlap of exchange
edges on each level is an upper bound on the number of horizontal tracks needed
to insert the exchange edges on that level, we can thus conclude that the total
number of horizontal tracks needed to insert all of the exchange edges is at most

O(fBk12) - O(N/log1i 2N) .

Thus the resulting layout will have area at most O(N 2/iog312N).

It is not immediately clear why the maximum overlap on each level occurs
between nodes of size k/2, however. In what follows, we break up each level into
sublevels (for which the analysis is easier) and show that the maximum overlap on
each sublevel occurs between necklaces of size k/2. Before doing this, however, we
must introduce some further notation.

Consider a node of the form ak.... 010 for which either ak.i=0 or ai=0 or
both for each i<k. We will refer to such a node as basis node A node
bk ... bo  is said to be generated by the basis node ak.1 .. ao  if

15



1) bk.i=ak.i and bi=ai whenever ak.i=ai for I < i< k and

2) bk.i=bi whenever ak.i=ai=O for 1 < i < k.

For example, 10000 generates 10001. 11100 and 11101 but not 11111.

It is not difficult to show that if u generates v, then both u and v are on the same

level of the complex plane diagram. For example, let u = ak-l... ao  and
v = bk-t ... bo  and observe that

p(v) - p(U) = (bk.. - ak.1) kk --...- + (bl-al) Sk + (bo-a O)

= Ck-l kkI+ .. + c18
k + CO

where ck.i=ci for each i, 1 < i < k . Since Skk-i is the complex conjugate of

Sk' for 1 < i < k , we can conclude that p(v) - p(u) is a real number and thus

that u and v are in the same level of the complex plane diagram.

It is also easy to show that each node of the shuffle-exchange graph is generated
by a unique basis node. In particular, the node which generates bk. 1 .• b0 can

4 be found by

1) setting b0=0 and (if k is even) setting bkl 2=O, and

2) setting bi=bk.i=O for each i such that (originally) bi=bk.i=.

Since exchange edges -link nodes which are in the same sublevel, we can

conclude from the preceding arguments that it is possible to partition each level of

the complex plane diagram into sublevels so that the nodes in each sublevel are
, precisely the nodes generated by some basis node. We will now show that the

maximum overlap at each sublevel occurs between necklaces of size k/2.

Since the necklaces have been arranged from left to right in order of
nondecreasing size, we can use arguments similar to those of section 1.1 to

*4 conclude that the overlap of exchange edges between two nodes of size s in any
sublevel is at most O( max B ') where B,' is the number of nodes in that

sublevel with size s. A straightforward counting argument shows that each basis
node of size r generates

1) C(k/2 - r, t) nodes of size s=r+2i for any i < k/2 - r, and

2) (k, 2 - r. t) nodes of size s=r+2i+l for any i < k12 - r

16



4 when k is odd, and

1) C(k/2 - r - 1, A + C(k/2 - r - M12-i = ~- r, 0) nodes of size
s=r+2i for any i < k12 r , and

2) 2C(k/2 - r - 1, 1) nodes of size s= r+ 2i+lI for any i :5 k12 - r -1

wvhen k is even. We can therefore conclude that in all cases, the maximum value
of B. occurs when i = (k - 2r)1,4 and thus when s= k12. This concludes the
proof.

As an example, we have drawn such a layout for the 32-node shuffle-exchange
graph in Figure 2-3. Note that far fewer horizontal tracks are needed for this
layout than are used for the layout in Figure 2-2. For completeness, we have
included the necklaces (0> and (31 even though they are degenerate.

necklaces

<0> <1> <3> <5> <7> <ll> '<l5x3.1>

1 63

3 3 ti 51

4 2

levels 5 2------- 3

6

16I 7 29

924. 1 1 25 1

Figure 2-3: An improsved lay~out for the 32-node shuffle- exchange graph.
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2.3 Other Layouts

It is not difficult to find other orderings of the necklaces which produce
O(N 2/log3/ 2N)-area layouts for the N-node shuffle-exchange graph. For example,
Lepley [LLM81] used standard statistical methods to show that the arrangement of
necklaces from left to right in order of nondecreasing radius produces such a

layout. (By the radius of a necklace, we mean the radius of the circle in the
complex plane which contains the necklace.) The proof is similar to the one in
section 2.2. In particular, it is shown that the maximum overlap in most levels
occurs in the same place and that the total overlap of all of the levels at that point
is O(AVlog 1 2N).

Although we consider it likely that better orderings of the necklaces exist, we do
not know of any ordering which (provably) results in a layout with less than
o(N 2/log 312N) area. There is another ordering of interest, however. That is the

ordering of the necklaces according to the minimal number represented by each
necklace. (The minimum number represenied by a necklace is simply the smallest
value of any node in the necklace.) Coincidentally, the layout displayed in Figure
"2-3 has such an ordering. Using techniques which are developed in Chapter 3, it is
possible to show that the combined maximum overlap of exchange edges in all
levels is at most O(NloglogN/logA) for this ordering. This is substantially better

than the O(N/log1 2N) overlap found in previous orderings and also very close to
the lower bound of U(N/logN). Unfortunately, we do not know how to show that
the maximum overlap at each level occurs in the same place. In fact, it appears
that this may not be the case. (We are deeply indebted to Kleitman for pointing
out the possibility of such an improvement. Although we were not able use his
idea in the context of complex plane diagram layouts, it was crucial to the
development of the asymptotically optimal layout described in Chapter 3.)

For orderings which have a small combined maximal overlap but for which the

,. maximal overlap at each level is difficult to compute (such as the ordering by

minimal value represented), it may be possible to improve the situation by altering
the level structure. As Miller pointed out to us, there are many possible levelings

of the exchange edges. (By a leveling, we mean any arrangement of the exchange
edges in levels which is consistent with the necklace structure of the complex plane

diagram.) Although we have investigated several levelings, we have not found any

(provably) better layouts for the shuffle-exchange graph by this method.

18
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ACHAPTER 3

MORE SOPHISTICATED LAYOUTS

In section 3.3 of this chapter, we describe an asymptotically optimal
O(N 2/Iog 2N)-area layout for the N-node shuffle-exchange graph. Unlike the

*previously described layouts, the optimal layout is fairly sophisticated and requires
a substantial amount of preliminary machinery. Most of the necessary definitions
and lemmas are included in section 3.1. In section 3.2, we describe and analyze a
near-optimal preliminary version of the optimal layout. The optimal layout is then
described in section 3.3. In section 3.4, we extend the methods developed in earlier
sections in order to show that certain useful supergraphs of the N-node shuffle-
exchange graph can also be laid out in O(N 2/log 2N) area. We have also included

*an appendix to the chapter in which we prove Lemmas 3-1 through 3-4.

* 3.1 Preliminaries

The layouts described in this chapter are based on some important combinatorial
properties of strings which contain long blocks of consecutive zeros. Before
describing the layouts, however, it is useful to review some of these properties. In
this section, we mention several combinatorial lemmas and definitions which will
be heavily used in the analysis which follows later. As the proofs of the lemmas
are somewhat complicated, they have been included in the appendix.

In what follows, we will be particularly interested in the size and location of the
longest block of consecutive 0-bits in the k-bit binary string associated with each
node. In order that the size of this block be the same for all nodes within a
necklace, we allow blocks to begin at the end and end at the beginning of a string.
For example, the longest block of zeros in the string 01010 starts at the fifth bit and
has length two.

Let ''k(i) denote the number of k-bit strings for which the longest block of
consecu, tive zeros has length t. For example, ,'l(2)=3. The following coibina-
torial leImma provides a good asymptotic bound on the growth of '1'k(t).
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Leninta 3-1: For (logkY2+loglnk _ t (( k and k--,oo,

,+k(t) - 2k (e-k2  .e-k2.0+ I))

In order to illustrate the important features of the function in Lemma 3-1, we
have sketched a graph of 2"k k(t) versus t in Figure 3-1. The maximum of
24 k() occurs at t = logk-1 whence

2- k(t) = (e1 2 - I)e

- .23865.

For t > logk - 1, Z , k(t) decreases exponentially as t increases. For t < logk - 1,

2lik(t) decreases doubly exponentially as t decreases.

.23

exponential
2-k ( t) dropoff

double
exponential
dropoff

0 logk-1 k
t

Figure 3-I: Density of k-bit binary strings for which the

longest block of consecutive zeros has length t.

p.

• Roughly speaking, Lemma 3-1 states that the longest block of consecutive zeros

in nearly 1/4 of all k-bit strings has length precisely logk - 1. Further, there are
not many strings of length k with substantially more than logk consecutive zeros
and even fewer strings for which the longest block of consecutive zeros has length
substantially less than logk. This infornation is further quantified in the following
lemma.

Lemma 3-2: The number of k-bit strings for which the longest block of
consecutive zeros has lengtih less than logk - loghik - I or length greater than 2logk

2
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is at most 0(2k/k) = O(N/logN)

As we mentioned in Chapter 2, we may ignore O(N/logN)-sized sets of nodes
which have undesirable propertics. As such nodes can be inserted with the
addition of at most O(N/logN) vertical and horizontal tracks, we can always add
them later without increasing the total area by more than a constant factor. By

* Lemma 3-2, we can thus henceforth consider only those nodes for which the
longest block of zeros has length between logk - loglnk - I and 2logk.

We will also be interested in the size of the second longest block of consecutive
zeros in each string. Usually, the size of the second longest block of zeros will be
%,cry close to the size of the longest block of zeros. We state this observation more
precisely in the following lemma.

Lemma 3-3: The sum over all necklaces of the difference i, length between the
longest and second longest blocks of consecutive zeros is at most O(N/logN).

Using information about the size and location of blocks of zeros within the
necklace, it is possible to distinguish one particular node in the necklace. More
precisely, we define the distinguished node of a necklace to be the node containing
the longest leading block of zeros. For example, 00101 is the distinguished node of
<01010). Should two or more nodes of a necklace begin with equal and maximal
length blocks of zeros, then each node of the necklace contains at least two blocks
of zeros of maximal length. In such cases, we distinguish that node for which the
leading block of zeros is maximal and for which the second occurence of a
maximal length block of zeros is as near as possible to the beginning of the string.
For example, 01011 (not 01101) is the distinguished node of the necklace <10101>.
For some necklaces, such as <111> and <1010101>, there is no uniquely
distinguished node. As we show in the following lemma, such necklaces are
sufficiently rare that we need not consider them further.

Lenmna 3-4: At most O(N/logN) nodes are contained in necklaces which fail to
have a uniquely distinguished node.

We refer to the leading block of zeros of a distinguishcd node as the primary
block of zeros. If a distinguished node has two or more maximal length blocks of
zeros, then the maximal length block following the primary block is referrred to as
the secondary block of zeros. Thesc definitions can be easily extended to any node

contained in a nccklace which has a unilytci (listinglIishcd node. For e';alimple,
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ie primary block of zeros of 01010 starts in the fifth bit and has length two. Note
that this string does not have a secondary block of zeros. As another example, we
note that the secondary block of zeros in the string 11010 consists solely of the fifth
bit. Note that the secondary block of zeros (if it exists) always has the same length
as the primary block of zeros.

If the last bit of a node occurs in the primary block of zeros, we call that node a
primary node. Similarly, if the last bit of a node occurs in the secondary block of
zeros, we call the node a secondary node. For example, 10110 is a primary node,
11010 is a secondary node and 10010 is neither primary nor secondary.

Note that all primary and secondary nodes are necessarily even. (We say that a
node is even if its last bit is 0 and odd if its last bit is 1.) Note also that, by Lemma
3-2, we need only consider necklaces which contain between logk - logink - I and
21ogk primary nodes. Such necklaces will also have at most 2logk secondary
nodes.

In what follows, we will represent nodes in terms of their corresponding
*distinguished nodes. More precisely, we use the notation ak.. •ai l i.I... 170

to denote the node ai.1• .. aoak.• .. ai . For example, 00101 denotes the node
10010. Using this notation, a primary node has the form 0.. ... Ow while a
secondary node has the form 0... Ow' 0 0 ... . Ow" where 0. . • Ow and
0.. 0w' 0. Ow" are assumed to be distinguished nodes.

3.2 A Near-Optimal Layout

We are now prepared to .describe a near-optimal preliminary version of the
optimal layout. In section 3.3, we will show how to modify this layout in order to
construct an optimal O(N"/log2N)-area layout for the N-node shuffle-exchange
graph.

3.2.1 Location of tle Nodes

The near-optimal layout is constructed from a logN x O(N/ogN) grid of
nodes. Each column of the grid corresponds to a necklace of the shuffle-exchange
graph. The nodes of each necklace are ordered from top to bottom so that the ilh
node is a left cyclic shift of the (i-I)st node for each i and so that the distinguished
node is placed in the bottom row. The necklaces are crdered from left to right so
that the values of the distinguished noides form an increasing sequence. For

I
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example, we have constructed such a grid for the 32-node shuffle-exchange graph
in Figure 3-2. In the figure, we have represented each node in terms of the

associated distinguished node. This representation readily illustrates the fact that
the last bit of any node in the ith row corresponds to the iAh bit of the associated
distinguished node. Note that the necklaces <00000> and <11111> have not been
included since they are degenerate.

ooo1 0oo11 0oio 00111 01011 01111

o0o0o oo11 00101 00111 01011 01111

ooo1 oooi1 00101 00111 01011 01111

00001 00011 00101 00111 01011 01111

Figure 3-2: The grid of nodes for the 32-node shuffle-exchange graph.

3.2.2 Insertion of the Edges

It is easily observed that the shuffle edges can be inserted in the grid with the
addition of O(N/logN) vertical and 2 horizontal tracks. In the following, we will
show that the exchange edges can be inserted with the addition of
O(NloglogN/ogN) vertical and horizontal tracks. Thus the total area of the layout
is O(N-(IoglogN)2/og 2N). This is only a factor of O((loglogN) off from the
lower bound of O(N 2/og 2N).

The analysis is divided into two parts. In part (a), we show that only
O(NloglogA/logN) exchange edges link nodes which are in different rows of the
grid. Thus such cdges can be inserted with the addition of at most
O(N/,,IogN/IogA) v'cilical and horizontal tracks. In part (b), we conclude the
analysis by showing that at most O(N/IogA) horizontal tracks are ncedcd to insert
the exchange edges which link two nodes in the same row.
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L (a) Exchange Edges Which Link Nudts in Diferent Rows

Consider an exchange edge which links two nodes that are in different rows of
the grid. In particular, assume that the edge is incident to an even node in the Ath
row for some i. By definition, the even node can be represented as wOiv' where

Sltj=i-1 and %Ow' is the distinguished node of tOw'>. The exchange edge is
also incident to the odd node wlw'. By assumption, wiw' is not located in the ith
row and thus wiw' is not a distinguished node. Since %Ow' is a distinguished
node, we know that the ith bit of tOw' (the bit that was changed in order to
produce w"~v') must be in the primary or secondary block of zeros of ROw'.
Otherwise, the primary and (if it exists) secondary blocks of zeros of wiw' would

be identical in location and size to the primary and secondary blocks of Ow'.
This would imply that wlw' is also distinguished, a contradiction. Thus sOw'
must be a primary or secondary node. As was previously mentioned, we can
assume that each necklace has at most 21ogk = 21oglogN primary and 21oglogN
secondary nodes. Thus at most 4loglogN nodes in each necklace are both even and
incident to an exchange edge which links nodes in different rows. Since every
exchange edge is incident to an even node and since there are O(N/logN)
nccklaces, we can conclude that there are at most O(NlogIog/lIogoN) exchange
edges which link nodes in different rows.

(b) Exchange Edges Which Link Nodes in the Same Row

We next show that those exchange edges which link two nodes that are in the
same row can be inserted with the addition of at most O(AllogA) horizontal tracks.
Once again, the analysis is divided into two parts. In the first part, we show that at
most O(N/logN) exchange edges are contained in the first logk rows. Such edges

can be trivially inserted with the addition of O(N/logV) horizontal tracks. In the
second part. we show that only 2k i horizontal tracks are needed to insert the

exchange edges in the Ath row for any i > Iogk. Since 2 2k' < 2k/k =

N/logN . this Nvill be sufficient to show that at most O(N/logN) additional
horizontal tracks are 'necessary to insert the remaining exchange edges.

Consider a necklace which has I primary nodes for some t<logk. By definition,
* the nodes in the first t rows of such a necklace arc all even. Thus, such a necklace

can have at most r = logk - t odd nodes in the first /ogk rows. Iy Lemma 3-1,

we know that there are
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'k(Vt)lk - (2k/k) (ek 2" - ek 2 ")

such necklaces for (logk)/2+ loglik < i << k. By Lemma 3-2, we can assume that

t > Iogk - logink - I and thus the total number of odd nodes occurring in the first
Iogk rows is at most

k*--2 _ 4 -1-I
o..(logk - t) (2k/k) (ek2 - ek2 . )

r-*4 r-"o"ok
= (2k/k) I r(eU -g ek."

r 0

= (2k'/k) r(e2 2 -e
2,1

n'o= (2k) e-'

< (2k/k) 
e 2

= O(N/1IogN).

Since every exchange edge is incident to an odd node, the above bound implies
that at most O(N/logJ) exchange edges are contained in the first logk rows.

We next consider the number of horizontal tracks necessary to insert the
exhange edges contained in the iih row for Nogk. This number is identical to the
maximum number of exchange edges that can overlap each-other at a single point
of the ith row. In Figure 3-3, we illustrate the necessary conditions for two
exchange edges to overlap in the it row. All representations are in terms of
distinguished nodes.

w ri WlWII

W V m W W I

IwI = i-i w < w' < w

Figure 3-3: Neccssari condiiions for cxchangc edges to ovcrlap in the it, row.
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Note that the even end of an exchange edge is always to the left of the odd end.
Also note that any node which occurs between Zw' and why' must be
represented as tOw" where iv">w' or as ivw" where iw"w'. In either case, the

exchange edge incident to the overlapped node extends beyond the exchange edge
linking wOw' to wTw'. Since there are at most 2 k-i - I nodes between O0iw' and
wl '', these facts imply that at most 2 k-i exchange edges can overlap at any point

of the ith row. This observation completes the argument that the near optimal
layout requires only O(N2(1og1ogN)2/1og2N) area.

3.3 An Optimal O(N2/log 2N)-Area Layout

In this section, we will modify the layout described in section 3.2 in order to
produce an optimal O(N2/log2N)-area layout for the N-node shuffle-exchange
graph. In particular, we will relocate the primary and secondary nodes of each
necklace so that they are closer to and in the same row as the nodes to which they

are linked via an exchange edge. Before going into the details of this relocation,
Ul however, it is necessary to introduce some additional terminology.

3.3.1' Moe Definitions

In order to construct an optimal layout for the shuffle-exchange graph, we have
found it necessary to break up each necklace into two or, possibly, three pieces.
The basic piece of each necklace consists of all those nodes which are neither
primary nor secondary. The primary piece of each necklace consists of the primary
nodes while the secondary piece consists of the secondary nodes (if there are any).
For example, the basic piece of <01011> is {01011, 01011, 01011}, the primary
piece is {01011}, and the secondary piece is {01011}.

It is also necessary to extend the notion of a distinguished node to include pieces

of necklaces. The distinguished node of a basic piece is the same as the
distinguished node of the associated necklace. The distinguished node of a primary

piece of a necklace is that node. of the necklace which becomes distinguished when
we ignore the primary block of zeros (i.e., when we temporarily replace the
primary block of zeros in each node of the necklace wiih an equal-length block of
ones). Similarly, the distinguished node of a secondary piece of a necklace is that
node which bccomes distinguished when we ignore the secondary block of zeros.
For example, 010110111 is the distinguished node of the basic piece of

<0/01/0/1>, 01101101 is the distinguished node or the primary piece, and
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011100ll is the distinguished node of the secondary piece. Note that the

distinguished nodes of the primary and secondary pieces of any necklaces are

necessarily odd nodes and thus are contained in the basic piece of the necklace.

It is important to note that some necklaces (such as <01111>) have a

distinguished node but do not have a distinguished node for the primary or

secondary piece of the necklace. Fortunately, arguments such as those used to

prove Lemmas 3-3 and 3-4 can be used to show that at most O(N/logN) nodes are

contained in such necklaces. Dts, we can assume henceforth that every piece of

e~cry necklace has an associated distinguished node.

, 3.3.2 Location of the Nodes

As in section 3.2. the layout is constructed from a logN x O(N/logN) grid of

nodes. Each colUmn of the grid corresponds to a piece of a necklace. The nodes

of each piece are arranged within a column so that a node of the form

ak.. • .a. i .. a0 (where ak-... a is assumed to be the distinguished node of

the associated piece) is placed in the iih row of the grid. Note that nodes in the

basic piece of any necklace (these include all odd nodes) are in the same row as

they were in the near-optimal layout described in section 3.2. The columns are

ordered from left to right so that the values of the distinguished nodes of the

associated pieces form a nondecreasing sequence. For example, we have

constructed such a grid for k=5 in Figure 3-4.

01011 .

ooioi 0101 01011 01101

oo00 01011

basic primary basic secondary primary
<00101> <00101> <01011> <01011> <01011>

HIiire 3-4: R 'i'tied icJ ,n' . fir !ih t2-rn tlih'- echuIg(c raph.
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.* Note that the necklaces <0000>, <00011>. <00111>, and <01111> have not been

included in Figure 3-4 since their associated primary pieces do not have

distinguished nodes.

3.3.3 Insertion of the Edges

As each necklace is brokcn up into at most four conliguous pieces in the

modified grid (the basic piece may have been broken up into two contiguous

pieces), the shuffle edges can be inserted with the addition of at most O(N/logN)

vertical and horizontal tracks. In what follows, we %kill show that at most

O(N/logN') vertical and horizontal tracks are needed to insert all of the exchange
edges as well. Thus the area of the layout vill be O(N2/Iog-'N), which is optimal.

As before, we diide the analysis of the exchange edges into two parts. We first

show that at most O(N/logN) exchange edges link nodes which are in different
rows of the gi id. Such edges can thus be trivially inserted with the addition of at

most O(NlogV) vertical and horizontal tracks. We then show that those exchange
edges N hich link two nodes in the same row can be inserted with the addition of

only O(N/logN) horizontal tracks. The arguments will be very similar to those in
section 3.2.2.

(a) Exchange Edges Which Link Nodes in Different Rows

Consider an exchange edge which links two nodes which are in different rows of
the grid.. Since only primary and secondary nodes have been relocated, we can

conclude from the arguments of section 3.2.2a that the even node which is incident
to the edge is either a primary or secondary node. In what Ibllows, we will show
that the even node is, in fact, a primary node.

Assume for the purposes of contradiction that the even node is a secondary

node. Then this node can be represented as wt , where itOw' is the distinguished

-nude of the secondary piece of <(0w'> and Iitj=i-I for some i. By definition,
itO'tv' is located in the ith row of the grid and is linked to w-w' via the exchange

edge. Since wiw' is odd, it is contaiticd in the basic piece of (wiw' >. By

assumption, Jw' is riot also in the ith row and thus wi'w' cannot be the

distinguished node of <wi/w'>. Since the lenths of the two blocks of zeros in
wlw' created by switching the ith bit from 0 to / are less than the length of the

pi imar. biock of icios (in flict, the sum of lieir lengths is prccis!. one less that)

the kcil' lh o" the primar) blocO ki, wiw' %%ill be the ditin;'uished node cF ( wliw>
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precisely when nOw'is the node distinguished in 6ROw'> by ignoring the

secondary block of zeros. By definition, this is the case precisely when WOw' is the

distinguished node of the secondary piece of<w0v' >. By assumption, wOw' is the

distinguished node of the secondary piece of (ROw'> and thuS we can conclude
that wlw' is the distinguished node of 6ww'>, a contradiction.

Next consider a primary' node which is incident to an exchange edge linking two

nodes in different rows of the grid. By the preceding arguments, this node must be

of the form wilO • • "oo.. T.7)w' where wil... 01w' is the distinguished

node of the primary piece of <w10 ... Olw'> and either t or 12 is larger than or

equal to the length of the longest block of zeros in wllw'. Otherwise,
1) 12

wIlO. • 010. • • 01w' would (by definition) be the distinguished node of
If 12 1!  t2

6 wlO. • • 010.. 1 Olw'> and thus wl . 010. . 01w' would be on the same
11 12

row as w/O. • • 000. 1 Ow' , a contradiction. Each necklace contains at most

2r such primary nodes where r is the difference between the lengths of the longest
and second longest block of zeros in any string of the necklace. By Lemma 2-3, we

can conclude that there are at most O(N/logN) such primary nodes in the entire
shuffle-exchange graph. Thus, at most O(N/logN) exchange edges link nodes

which are in different rows.

(b) Exchange Edges Which Link Nodes in the Same Row

Using the anal;sis developed in section 3.2.2b, it is not difficult to show that at
most O(N/logN) horizontal tracks are needed to insert the exchange edges which
link two nodes that are in the same row. In particular, there are still only

*O(N/logA) odd nodes in the top logk rows of the grid and thus at most O(N/log-N)

* exchange edges are contained in the top logk rows These can be trivially inserted
with the addition of just O(N/logN) horizontal tracks.

Again following the mcthods of section 3.2.2b, it is not difficult to show that two

exchange edges overlap on the it/ row only if the first i bits of the associated nodes
are identical. Thus at most 2 ki tracks are needed to insert all of the e.change

edges in the ih row for all iW/ogk. Summing, we can again conclude that at most
O(N/IogN) additional horizontal tracks are needed to insert the remaining

exchange edges.
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3.3.4 Comments

Te methods developed in this chapter can be used to find several other optimal
layouts for the shuffle-exchange graph. The key variant is the method by which a
node is distinguished. In particular, this method must be imperviot.s to small
alterations in the necklace. (This is so that most exchange edges will link nodes
which are in the same row of the grid.) Only by changing the value of a bit in a
small segment of the necklace (such' as in the primary or secondary block of zeros)
should we be able to globally change the distinguished node.

Another method of distinguishing a node is to select that node in the necklace
which has the minimal value. Although the proof is very difficult, it can be shown
that the layout for the N-node shuffle-exchange graph constructed in this manner
has at most O(N2/log2 N) area. In the following section we will desribe additional
methods of distinguishing nodes.

At this point, we should also note that the layout just described is not known to
have optimal maximum edge length. In Part II of the thesis, we show that every
layout of the N-node shuffle-exchange graph must have some edge of length at
least O2(N/log2N). All the layouts we have considered thus far contain wires of
length O(N/logN).

3.4 Layouts With Additional Edges

For some applications (such as the calculation of the discrete Fourier transform),
it is useful to consider networks which have more than just shuffle and exchange
edges. In particular, we will be interested in layouts for the shuffle-exchange graph
which also include shift., reverse and transpose edges. In what follows, we will
show how to modify the optimal layout for the shuffle-exchange graph so that
these additional edges can be inserted without increasing the total area by more

than a constant factor.

3.4.1 Shift Edges

Shift edges link the ith node to the (i-t- l).t node for all odd i. When combined
with the exchange cdges, the resulting network will have links betwecn the iuh and

the (i+ I)st nodes for all i. The inclusion of such edges facilitat.s the computation
of discrete Fourier tranIlorms it sequential intervals of a cuntinuotLs signal. In

4
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such applications, the input data contained in the ith processor is shifted to the
(i+ I)st processor for each i after each computation of a discrete Fourier transform.

The graph consisting of shuffle, exchange and shift edges is known as the shuffle-
shift graph

Using the methods developed in section 3.3, it is not difficult to show that the
N-node shuffle-exchange graph can be laid out using only O(N2/og-2N) zre . As
before, the necklaces are broken ifito two or three pieces and placed in a grid
according to the value of the associated distinguished node. Thus the shuffle edges
can be inserted as before using only O(N/logN) vertical and horizontal tracks.

For most odd nodes, adding a I to the value of the node changes only a
relatively small number of bits at the end of the string. Thus it can be shown that
at most O(N/logN) shift edges link nodes which are in different rows. These can
be easily inserted using only O(N/logNV) vertical and horizontal tracks. Of those
edges which link nodes in the same row, at most O(N/IogN) are contained in the
first logk rows. For filogk, at most 2 k' i shift edges overlap at any point of the ith
row. By introducing an extra vettical track for each necklace piece, it is possible to
separate the layout of the shift edges on cach level from that of the exchange
edges. Thus both can be inserted simultaneously in the ih row using only 0( 2 k )

total horizontal tracks. By the arguments of section 3.3, this means that at most
O(N/log,9 additional horizontal tracks are needed to embed all of thc' remaining
shift and exchange edges, thus completing the argument.

3.4.2 Reverse Edges

Reverse edges link pairs of nodes that are associated with binary strings which
are reverses of each other. For example, ak .. a() is linked to ao.. .ak.I via a
reverse edge. Since the algorithm which computes discrete Fourier translbrms on
the shuffle-exchange network leaves the output for node ak.,...ao in node
aO. •.ak. I , reverse edges provide a fast and convenient way of straightening out
the solution. The graph consisting of shuffle, exchange, shift and reverse edges will
be referrred to as the shuffle-shift-rcverse graph.

Using the techniques developed in section 3.3, it is also possible to show that the
N-node shuffle-shift-rcverse graph can be laid out in O(N 2//og2N) area. The basic
idea is to modify the layout desciibed in section 3.4.1 so that
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1) pieces of necklaces which are reverses of each other are paired together in
the left-to-right ordering, and

2) pieces of necklaces are folded in half.

The first constraint insures that the maximal overlaps of the reverse edges in
each row will be small while the second constraint insures that most reverse edges
link nodes which are in the same row. Although it is not immediately obvious, it

can be checked that these modifications do not substantially change the procedure
for inserting the shuffle, shift and exchange edges which was described in section
3.4.1. Thus all of the edges can be inserted using at most O(N/logN) vertical and
horizontal tracks.

3.4.3 Transpose Edges

Transpose edges link the ith node to the (N-i-t)th node for each L Viewed in
terms of binary strings, transpose edges link each node to its complement.
Although we do not know of any specific applications of transpose edges, they
would be useful for problems that require frequent transposition of the data.

By firther modifying the optimal layout for the shuffle-shift-reverse graph, it is

possible to add transpose edges without increasing the total area by more than a
constart factor. In particular, the layout should be modified so that

1) pieces of necklaces which are complements of each other are paired together
in the left-to-right ordering, and

2) the distinguished node is selected on the basis of the location of the longest
block of consecutive identical bits (be they zeros or ones).

The first constraint insures that the maximal overlaps of the transpose edges in
each row are small while the second constraint insures that most transpose edges

link nodes which are on the same row. Although we do not present the details
here, it is possible to show that such a layout can be constructed using only

O(N 2/og 2 N'V) area, the least possible.
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* Appendix: Proofs of Lemmas 3-1 Through 3-4

We now present the proofs of Lemmas 3-1 through 3-4. Such results can also be

found in the recent work of Guibas and Odlyzko [GO81a,GO81b]. We are deeply

indebted to Kleitman for suggesting the proof of Theorem 3-1.

In what follows, we will write Tgk() to denote the number of k-bit strings
which do not contain t-I consecutive zeros. Except for the string of all zeros

(which we ignore), these are precisely the strings which do not contain theI

substring v, = 10.. 0. The proofs of Lemmas 3-1 through 3-4 depend heavily
on the following combinatorial result.

Theorem 3-1: For large t and k,

" k(l) = 2k e-k" eO(12.k1 2').

Proof- We first count the number 'k '(t) of k-bit strings which do not contain

an occurrence of v, between the beginning and end of the string (i.e., for the time
being we ignore the occurrences of v, which begin at the end and end at the
beginning of a string).

Fix t and let fi denote the number of i-bit strings ending with v,but which do

not contain any other occurrences of v, in the string. Set F(x) = .fJX. Note

that 'k' (t) is the (k+ t)th coefficient of f(x). Let /' denote the number of i-bit
strings ending in v, which contain precisely j occurrences of v, and set

x) = I ?i4 .

Since occurrences of v1 cannot overlap, it is not difficult to show that Jk'x) is

identical to F(x) J  for all j > I

Let gi be the number of i-bit strings which end in v, (regardless of the number of

other occurrences of v1 which appear in the string) and set G(x) = ,xi. SinceIinL

g1= 2i' for all i > t, it is easily seen that G(x) x'/(I-2x). Aso note that

6(X) Pl
i21
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i~~ ~ -_ - - - I - -- - - - ,

= [1/(1-F(x))Jl- 1

and thus that

Jjx) = G(x)/(G(x) + 1)

Sx/( - 2x + x.

Thus 7'k'(t) is simply the kth coefficient of I / (1 - 2x+ x') . For example,

,4 4(2)=5 which is the coefficient of x4 in the expansion of I /(I - 2x+x 2).

Let p(x) = I - 2x+ xt . It is easily observed that gcd(p(x), dp(x)/dx) = I and

thus that p(x) does not have any multiple roots for t > 2. Thus we can expand

= Ai/(x-ri)
jul

where {ri I I < i < t} is the set of distinct (and possibly complex) roots of P(x) and

Ai  = (x-ri/P(X)It

I I/[dp(x)/dxlr

for I < i < t. Once the roots of Xx) are known, we can calculate 'k'(t) from

the formula

"k't) = k+ )

Although we do not know how to find the roots of p(x) explicitly for large t, we
can describe them asymptotically. First observe that as t--oo, the absolute value

of every root must approach either 1/2 or 1. Otherwise the absolute value of one
term of p(x) will dominate the sum of the absolute values of the other two terms.
For example, if 14 < c < 1/2 as t--,oo for some root r and constant c, then

I > 12't+lrl for large t.

If there are to be any roots r such that I4-1/2, it is essential that r--1/2.
Otherwise, the real part of pAr) cannot vanish for large i. By substituting
(1/2)es ') for r where s()-*O as t-oo, we find that

3 I



1- 0 + 2-1 ets(t)= 0

and thus that

+ -(. s(i) 0(s( ) + 2-'(1 + 0(is(i))) = 0

Thus s(t) = Z'+q(t) where IjQ) << 2' as t-oo. Another iteration of this
process reveals that q(t)=0(t7 2) and thus that

r = (1/2) e O 2 ) as t-

In fact, there is precisely one root, say rl , which approaches 1/2 as t-.oo.
The absolute values of the remaining roots approach 1. In particular, the absolute
values of these roots must be greater than or equal to I for large i. Otherwise there
would be a root r and a function E()-.O+ such that Id =/-E() . But then

12d = 2 - 2e(t)

> 1+11 C()

= 1+lrl

for t)2 and it would be impossible for p(r) to vanish for large t, a contradiction.

It remains to compute the Ai . Since dp(x)/dx = ix' - 2, we find that
A1 = -(l/2)+O(t2) and that . Ai = 0(1/t) for 2<i<t . Thus

k' (t) = 0(1) -1/2 + 0(02-% 2 k+ I e(k+ 1)2' eO(k2 "')

Replacing 1+0(2 "t) with eO(12 ) and simplifying, we conclude that

"Pk(t) = 2 k ek2 ' eO(12' ki12 ')

for large i and k.

The only strings which are included in the count of "'k'(t) but not in that of
I -I.

"A.(t are those of the form 0. OIO. • 0 where I < i < -I and w is a string
which is included in the count of f'k.i'(t) . Thus

=,~l +01') (1*-'1
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= 2 k ek2' eO(' , k12 ') (-) 2 k t e'(k')' eO(t"', kt' 2 ')

= 2 k ek2"' e°('2 . k2-21)

for large i and k. This completes the proof of the theorem 0

We can now prove Lemmas 3-1 and 3-2.

Proof of Lemma 3-1: From the definition, we know that

! qVt) = "Tk(t+2) - Tk(t+o

= 2k e-k2 ('+2 eO(12', kt25') - 2 k ekf(+ l) eO(t' " kt1 21)

for large i and k For i > (logk)/2+loglogk, both 2-1 and kt2 "2t vanish as
k--oo. In what follows, we will show that if t << k , then

ek2"0+2)  ek24t+t)  >> O(2-, k2-2)

and thus that

,k(t) 2k (ek2c  e "

Assume for the purposes of contradiction that

ek2.' 6 k2.(' < 0(2 ", kt22t) .

Then. e-k2"' +2) ~ ekfo+')  which means that eIk2 + )+ k2- +' I and

thus that k2( t+2) -- 0 . Thus we can use a Taylor series expansion of the
exponentials to find that

e'-U .)  ek2 '  - (1-kf(,+2)  2' °

= k2-(t+2)

>> 0(2-, ktT2 t)

4 provided that i << k, a contradiction 0

Proof of Lemma 3-2: The number of k-bit strings which do not contain a block

of Iogk loghk - I consecutive zeros is
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"I'(Iogk - loglnk) 2k ek2"l k + lojnk

= 2k/k

= O(N/logN).

The number of k-bit strings which contain a block of 21ogk + 1 consecutive zeros
is

2k - "k(21ogk + 2) 2k _ 2 k e~k2"2 k'k2 eO((IoSk)A 2)

= 2k - 2 k [I - 1414k) + 0((logk)/kl)J

- 2k/4k

- O(N/logN) 0

The proofs of Lemmas 3-3 and 3-4 depend on the following corollary to
Theorem 3-1.

Corollary 3-1: For bounded m and p and large k and t,

T k-m, + pC) = O0 2klkm)

Proof. - We first observe that for t < 2logk/3

Sk.m,+ p(t) " k(21ogk13)

: 2k  ki( 2 6k* .

= 2 k ektl3

and thus that

7 ,tk-M,+4) < (2/3) logk 2 k ek"1'
' t" I

<< 2k/km

for any finite ni and p as k-.oo

For larger values of i,
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"k-m14pi) ""2k'mt+P ek'k

and thus

tV 2k'mti+p ek2"

3: I
By making the change of variables r =t - logk, we can see that the preceding
sum is at most

(2k + p/k') 2. 2-mr e2"r

and thus at most 0(2k/k m) = O(N/logN) c

Proof of Lemma 3-3: A string whose longest block of zeros has length i and

whose second longest block of zeros has length s<t is of the form wIO- -0w',
where the longest block of zeros in ww' has length s. By definition, there are at
most klk.ItI(s) such strings. Thus the sum over all necklaces of the difference
between the sizes of the longest block and second longest block of zeros is at most

< (Ilk) Y Y(i-s) k k.H(s)
Kt

t&D' Sao

K t -2

_- : (2k e-k2" eo(s2" , W 5 , Z 2-1 effs¢KK_

= (k2 ek2s eO(s2s ks2 2 ) 2 -s e(s )
Sao

2k- ekf 3 eO(s2, ks2 2')

4 = ~~~ ~~SelkASe~2.ki
6J:,

K-

Sial

* = O(N/logN)

by Corollary 3-1 03
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Proof of Lemma 3-4: Consider a necklace which fails to have a uniquely

distinguished node. Each node in such a necklace must have one of the following
three forms:

1) wQ,9iv 2 O... W3 .
t t

2) IV/ 9w 2q 9w3Q .w 4 or

V.

3) wl ... w Ow " w ..O w

%%here I is the length of the longest block of zeros in any of the strings. It is easily

seen that there are at most

1) k F "k.2t(1 2) nodes of the first type,

2) k2 ir ""k.31(1+ 2) nodes of the second type and

3) k$fl *k4t(t+2) nodes of the third type.

By Corollary 3-1, we can thus" conclude that there are at most O(N/logN) such

nodes altogether 0
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CHAPTER 4

PRACTICAL LAYOUTS

Although the O(N2/log 2N)-area layout for the shuffle-exchange graph described
in Chapter 3 is (up to a constant) asynpiotically optimal, it is not optimal for small
values of N (e.g., N= 128). In fact, none of the general layout procedures thus far
discussed provide good layouts for small shuffle-exchange graphs. For practical
applications, however, these are precisely the shuffle-exchange graphs for which we
need good layouts.

In this chapter, we descibe techniques for finding good layouts for small shuffle-
exchange graphs. Although the techniques (which are described in section 4.2) do
not yet constitute a general procedure for finding truly optimal layouts for all
shuffle-exchange graphs, they can be used to find "very nice" layouts for "small"
shuffle-exchange graphs. As examples, we have included layouts for the 8-node,
16-node, 32-node, 64-node and 128-node shuffle-exchange graphs in section 4.3.
The layouts are "very nice" in the sense that:

1) they require much less area than previously discovered layouts,

2) they have a certain natural structure which facilitates efficient layout
description, chip manufacture and I/O management, and

3) they require the minimal amount of area for layouts with such structure.

4.1 Preliminaries

We have chosen to use the Thompson grid model [T801 to illustrate our
techniques because of its widespread acceptance and its simplicity. For practical
layouts, however, the assumption that processors can be represented by points is
clearly false. Nontheless, we show in section 4.1.1 that good Thompson model

*dl layouts can still be used to find good practical layouts. Thus we will be able to rest
assured that the Thompson model is, in fact, an acceptable means for describing
practical layouts of the shuffle-exchange graph.

4
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We must also be sure that the layouts we design can be effectively used in
practice. For example, it is important that the layouts have a suitable input/output
structure so that data can be put on and taken off the chip efficiently. In section
4.1.2, we describe a general class of layouts for the shuffle-exchange graph which
appear to satisfy such constraints. The remainder of the chapter will then be
devoted to finding optimal layouts within this class.

4.1.1 A Closer Look at the Thompson Model

The manner in which the Thompson model is useful for describing practical
layouts varies with the size of the processors involved. For example, if one desires
to use the shuffle-exchange graph as a permuter, then each processor need only
contain k storage registers and some I/O hardware. Such a processor can be easily
hardwired in a kxk square. In order to achieve maximum parallelism, each wire of
the Thompson model layout is reproduced k times so that an entire k-bit word can
be transmitted in one time step. For example, the optimal 2x6 Thompson model
layout for the 8-node shuffle-exchange graph (which is shown in Figure 4-3 in
section 4.3) can be transformed into the more realistic 6x18 layout shown in Figure

4-1 by tripling the grid lines and replacing the point processors by 3x3 boxes (into
which the guts of each processor can later be wired).

Figure 4-1: A transformed Thompson model layout
for the 8-node shuffle-exchange graph.

For some applications, the processors themselves require an entire chip. For
example, every processor of a shuffle-exchange graph used to compute discrete
Fourier transforms must be equipped with a floating point multiplier. Using the
best technology currently available, only a few floating point multipliers can be
wired onto a single chip. In this case, a Thompson model layout can be used to
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design an efficient layout of c/ips where each chip contains a single processor.

(Such a device is currently under development at IBM.) The wires, as before, are

replicated to achieve maximum parallelism but now serve as links between chips.

Since the wires must be much wider in such a device, the side length of a processor

(the chip) is about the same as the combined width of all the wires (pins) attached

to it. By following an expansion procedure similar to the one described in the

previous example, a good Thompson model layout can thus be used to design a

good practical layout.

4.1.2 A Class of Practical Layouts

In this chapter, we will consider layouts for the shuffle-exchange graph for

which:

1) each necklace appears as a rectangle consisiting of arbitrarily long segments

of two vertical tracks and unit length segments of two horizontal tracks,

2) the horizontal tracks are divided into pairs, each pair containing at most one

full necklace and any number of degenerate necklaces, and

3) each exchange edge appears as a horizontal line segment.

For example, the layouts described in Chapter 2 have this form.

Such layouts are particularly well suited for practical implementation since their
structure facilitates efficient description, chip manufacture and data management.
For example, by attaching a pin to each of the O(N/logN) necklaces (this is
feasible for small A'), it is possible to load N input values into an N-processor
shuffle-exchange chip in just O(logN) steps.

Even more importantly, we will show in the following section how to find
layouts with the above form which require very small amounts of area. Thus very
little is lost by restricting our attention to such layouts.

4.2 Optimization Techniques

In this section, we explain how to find layouts for small shuffle-exchange graphs
41 which are optimal up to the constraints described in section 4.1.2. For the most

part, our methods are comprised of common sense, het isuics and exhaustive

searches.

42

a



4.2.1 Ordering the Necklaces

The first step in finding optimal layouts of the form described in section 4.1.2 is
to order the necklaces from left to right so that the number of exchange edges
which overlap at each point of the ordering is kept small. More precisely, we wish

q to find an ordering of the necklaces for which the maximum number of exchange
edges overlapping at an), point is minimized. For example, no more than 6
exchange edges overlap at any point of the ordering used to produce the layout for
the 32-node shuffle-exchange graph shown in Figure 4-2. If we switched the
necklace <5> with (11>, however, 9 exchange edges would overlap in the gap
between <7> and <5>. Since the maximum overlap is a lower bound on the
number of horizontal tracks necessary to insert the exchange edges, we can easily
see that the latter ordering is inferior since any layout it produces must have at
least 9 horizontal tracks. Note that the layout in Figure 4-2 has just 6 horizontal
tracks.

<0> <1> <3> <5> <7> <11> <15><31>

2 3 6 7 14 15
0 .. .- 4, 16.. .- -41, 4--4

4 5 10 11 22 23

"01 *12-13 3b 31

18 19

9 20 2127

16 17 72 -- - 25 28 9

Figure 4-2: A good ordering of the necklaces

for the 32-node shuffle-exchange graph

As we mentioned in Chapter 3, it is not known how best to order the necklaces
in general. For small shuffle-exchange graphs, however, there are several simple
heuristics which produce optimal orderings. For example, arrangements of the
necklaces from left to right in order of nondecreasing size or, alternatively, in order
of increasing minimal number represented are usually quite close to optimal fbr

small shuffle-exchange graphs. In fact, such orderings are within a necklace swap
of optimal for N<256 (k<S). Notc the the ordering displayed in Figure 4-2 could
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have been produced by either of these methods.

Probably the most difficult task is proving that a good ordering is, in fact,
optimal. The techniques we have used to prove optimality depend heavily on
exhaustive searches. For k<8, the techniques have suceeded in proving the
optimality of good orderings. For 9<k<13, we have found good orderings but
have been unable to prove that they are optimal. We have summarized the results
in Table 4-1. Note that for each k, the maximum overlap of the best known
ordering serves only as a lower bound for the number of horizontal tracks that will
be required for any layout with that ordering. In some cases, additional horizontal
tracks may be required.

Table 4-1

Maximum Overlap of Best Known Orderings

maximum overlap of
k N best known ordering optimal?

3 8 2 yes

4 16 3 yes

5 32 6 yes

6 64 10 yes

7 128 18 yes

8 256 33 yes

9 512 62 9

10 1024 115 ?

11 2048 214

12 4096 388 ?

13 8192 754

4.2.2 Inserting the Exchange Edges

The second step in constructing optimal layouts for small shuffle-exchange

graphs is to insert the exchange edges using as few hori7ontal tracks as possible.
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Recall that in Chapter 2, we showed how to use the complex plane diagram as one
method of inserting the exchange edges. Although this method is theoretically
nice, it is not very practical since it uses an excessive number of horizontal tracks to
insert the exchange edges. For example, 10 horizontal tracks were used to insert
the exchange edges in the layout shown in Figure 2-3 whereas only 6 tracks were
required in the layout shown in Figure 4-2 (even though the same necklace
orderings were used for both layouts).

The complex plane diagram can still be of use when inserting exchange edges,
however. For example, notice that the top-to-bottom orderings of the exchange
edges across most of the vertical cuts which are located between necklaces in the
layout in Figure 4-2 are the sanre as the orderings for the corresponding cuts in
Figure 2-3. In general, knowledge of the level structure of the complex plane
diagram is very helpful in optimizing the insertion of the exchange edges. In fact,
we relied heavily on Such knowledge when constructing the optimal layouts
displayed in section 4.3.

For very small shuffle-exchange graphs (e.g., for k<5), it is possible to find
optimal embeddings of the exchange edges by trying all reasonable possibilities.
For somewhat larger shuffle-exchange graphs (e.g., k=6,7), however, the task is
substantially more difficult. In order to find the optimal layouts shown in section
4.3, we

1) first located the center of the region of maximum overlap and (using the
complex plane diagram as a guide) inserted the exchange edges which
crossed the region (one edge on each horizontal track),

2) next inserted the exchange edges located in neighboring regions without (if
possible) introducing any, additional tracks, and

3) lastly inserted the remaining exchange edges (again without adding any new
horizontal tracks).

Steps I and 3 are easy but step 2. can be difficult. In some cases it is necessary to
interchange the left and right parts of some necklaces or to slide a node around
from one part of a necklace to the other. For k = 6 and 7, it is also necessary to
introduce an extra horizontal track at step 2. For larger shuffle-exchange graphs, it
would probably be necessary to introduce even larger numbers of horizontal tricks.
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4.2.3 Additional Savings

All of the practical layouts we have considered thus far have two horizontal
tracks which are used solely for the purpose of connecting the left part of each
necklace to the right part. It is not difficult to show that these tracks can be
eliminated without affecting the rest of the layout. As an example of how this can
be accomplished, we suggest that the reader compare the layout of the 32-node
shuffle-exchange graph shown in Figure 4-2 with ta" in Figure 4-5.

Even larger savings can be had for some shuffle-exchange graphs by doubling
up the degenerate necklaces with full necklaces in the same pair of vertical tracks,
thus reducing the number of vertical tracks used. Of course, it is necessary to
rearrange the exchange edges somewhat but, as degenerate necklaces have very few
nodes in small shuffle-exchange graphs, this can usually be done without
introducing any additional horizontal tracks. For example, substantial savings can
be achieved in this manner for the 16-node and 64-node shume-exchange graphs.

4.3 Optimal Layouts

In the following figures, we exhibit layouts for the 8-node, 16-node, 32-node, 64-
node and 128-node shuffle-exchange graphs which are optimal up to the
constraints described in section 4.1.2. The layouts were found via the techniques
described in section 4.2.

4 5

Figure 4-3:. A 2x6 layout for the 8-node shuffle-exchange graph

1

4 5 10 11

Figure 4-4: A 3.8 Ia)'oufor the 16-node shufflc-cxclange graph.
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... .

2 3 6 7 14 15
.- 2 2 3

o0- , -- -43
0- 001 12IIT 13 30 31

8 9 20 21 26 271

16 17 24 25 28 29

Figure 4-5: A 6x14 layoutfor the 32-node shuffle-exchange graph.

118 7 19 38 9

31* 5 3
--4.... I qt

S134 0 - -4"

2 314A5 7 46 -47
2 2---------------5

17 10 1i 445 54 55

3 2 3 ...... 49 22 23 5 59

21 06
.. .. -.. - - . ,-- - - - - 55-

10 40112 53

- - -1 .. 2 43

Figure 4-6: An lixi8 layout for the 64-node shuffle-exchange graph.
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4.4 Other Layouts

To this point, we have considered only a specific class of layouts for the shuffle-
exchange graph. As these layouts are quite good, it is not clear that we need to
consider others. Nevertheless, it is worth pointing out that slightly better layouts

do exist for some shuffle-exchange graphs. For example, by considering layouts in
which the exchange edges are allowed to bend and in which two or more full

necklaces can occupy the same pair of vertical tracks, it is possible to construct the
layout for the 32-node shuffle-exchange graph shown in Figure 4-8.

- - -A '1729 - -I 1r_8492 2

4'- ' F I
29 13t 2

l I

22 23 15 147 --4 - 4 - '

L~ 118 1 0j
-4 - - - -.-4 --

21 20 9 816'

Figure 4-8: An improved 7x9 layoutfor the 32-node shuffle-exchange graph.

It is likely that slight improvements can also be made for larger shuffle-exchange
graphs. At this point, however, we feel that research efforts should be directed
more towards implementation of the good layouts already discovered. Once this is

done, it will be much clearer whether or not the effort necessary to further reduce
the layout area is justified.
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PART II

LOWER BOUND TECHNIQUES FOR VLSI



KCHAPTER 5

REVIEW OF KNOWN TECHNIQUES

In this chapter, we review the known techniques for determining the layout area
and maximum edge length of an arbitrary VLSI network. We also preview the
results we will prove in Chapters 6 through 8 of the thesis. A comparison of our
lower bounds with the previously known upper and lower bounds can be found in
Tables 5-2 and 5-4.

5.1 Area Bounds

One of the most important problems in the theory of VLSI is the determination
of the minimum amount of area required to lay out a network on a chip. Given an
arbitrary graph, this problem has two parts; namely,

1) finding a good layout for the graph, and

2) showing that the layout is optimal.

There are a variety of techniques known for finding good layouts for specific
graphs [MR79, PV79, S79, HL80, MC80, PV80, SR80b, T80, BL81, KLLM81,
LLM81, LM81, PRS81, T81], but the only known general technique is due to
Leiserson IL80a,L80b]. In particular, he showed how to construct a good layout for
any graph for which a good separator is known. (An N-node graph is said to have
an AN)-separator if it can be partitioned into two equal-sized subgraphs G, and G2

such that at most AN) edges link G, to G2 and both Gi and G2 have AN/2)-
separators.) We have summarized Leiserson's results in Table 5-1.

There are two difficulties with Leiserson's method. First, it is not always
possible to find a good separator for a graph. For instance, a minimal O(N/logN)-
separator was not found for the shuffle-exchange graph until after an optimal

SO(N 2/og 2N)-arca layout was discovered. Secondly, the layouts produced by
Leiserson's technique are not always optimal - even if a minimal separator is
known. For example, Leiserson's technique requires O(Nlog2 N) area to lay out the

N-node mesh, substantially more than is really needed. For the mot; part
I
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Table 5-1

Upper Bounds on the Layout Area of
N-Node Graphs With Specified Separators

upper bound
separator on layout area

Na, a < 1/2 N

Na , a = 1/2 Nlog2N

Na, a > 1/2 N2a

however, Leiserson's method is a good one and certainly the most general
technique currently available.

Once a good layout for a network has been found, it remains to show that the
layout is optimal. This is accomplished by proving a good lower bound on the
layout area of the network. The only known methods for proving such lower
bounds are due to Thompson [T79,T0], Vuillemin [V80] and Lipton and
Sedgewick [LS81]. They have concentrated on the related problem of proving
lower bounds for the bisection width of a graph. (The bisection width of a graph is
the minimum number of edges which must be removed in order to separate the
graph into two disjoint and equal-sized subgraphs.)

Thompson was the first to notice the relationship between bisection width and
layout area. In particular, he showed that the wire area of a graph with bisection
width b is at least Q(b2). In what follows, we prove the slightly weaker (and
simpler) result for layout area.

Theorem 5-1 (Thompson [P791): The layout area of a graph with bisection width
b is at least fQ(b

Proof- Consider an optimal layout of a graph G with bisection width b. Cut the
layout horizontally so that precisely 1/2 of the nodes of G are above the cut. (For
an example, see the diagram in Figure 5-1). Since at least b edges must cross the
cut, the layout must contain at least b-I vertical tracks. A similar argument
reveals that the layout must also have at least b-I horizontal tracks. Thus the area
of the la)out is at least (b-I) 2 =?(b-) 0
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Figure 5-1: A horizontal bisection of a layout.

Although the task of finding a good lower bound on the bisection width of a
graph is difficult in general, Thompson [T79] was succesful in finding good
bisection width lower bounds for a variety of computationally useful networks.
For example, he used information transfer arguments to show that any network
which is capable of computing the discrete Fourier transform on N elements in T
steps must have bisection width at least f2(N/7). Among other things, he was thus
able to conclude that at least Q(N2/log2N) area is required to lay out the N-node
shuffle-exchange graph.

Thompson's work has recently been extended; first by Vuillemin [V80] and then
by Lipton and Sedgewick [LS81. Vuillemin characterized a broad class of graphs
for which Thompson's lower bound arguments can be applied while Lipton and
Sedgewick showed how to use crossing sequence arguments to prove lower bounds
for an even larger class of graphs.

Although the methods of Thompson, Vuillemin, Lipton and Sedgewick are quite
elegant and useful in establishing good bisection width lower bounds for certain

4 graphs, their applicability is inherently limited to graphs for which the layout area
is no more than a constant times as large as the square of the bisection width.
Thus they have not been of use in resolving two of the key open questions in VLSI
theory; namely,

1) "How much area is needed to lay out a planar graph?" and

2) "How much area is needcd to lay out a graph which has an O(NII-)-

separator?."
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The planar graph question is particularly important since, as we will show in
Chapter 7, the layout problem of an arbitrary graph can be reduced to that for a
planar graph. No nontrivial lower bounds have been found for either problem,
however. As we mentioned previously, the best procedure known requires

O(Nlog2N) area to lay out an arbitrary N-node graph with an O(N"/2)-separator.
As Lipton and Tajan [LT77] have shown that every N-node planar graph has an
O(N//)-separator, the O(Niog2A)-area layout procedure also works for planar
graphs. Although it is suspected that better layout procedures exist for planar
graphs, none have yet been found.

In the thesis, we pursue an entirely different strategy in developing new lower
bound techniques for VLSI. Whereas previous researchers have been concerned
primarily with the bisection width of a network, we shall be concerned with its

crossing number and wire area. Both are lower bounds on the layout area of any
graph. In fact, we will show in Chapter 7 that

SAP) <_ c+ N < w < A

for any N-node graph with bisection width b, crossing number c, wire area v and
layout area A.

The preceding inequality implies that every lower bound technique for the
bisection width of a graph is also a lower bound technique for its crossing number
and wire area. Thus nothing is lost by forgetting about bisection width and
concentrating ones efforts on finding good lower bounds for the crossing number

and wire area of a graph. In fact, much can be gained. For example, we will use
such techniques to find

1) an N-node planar graph which has layout area O(NlogN), and

2) an N-node (nonplanar) graph with an O(N 1"**)-separator which has layout
area O(Ntog2N).

The first result demonstrates that not all planar graphs can be laid out in linear
area, thus disproving a conjecture thought by many to be true. The second result
indicates that Leiserson's O(Nlog2N)-area layout technique for graphs with

O(N'/2-)-scparators is optimal at least some of the time and thus cannot, in general,

be improved.

For easy rercrence, we have suinuiariicd our results along with the pr,.viotisly
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known upper and lower bounds in the following table. The upper bounds are due

to Leiserson [L80a] and represent the maximal amount of area needed to lay out

any graph with the designated property. The lower bounds, on the other hand,

represent the minimal amount of area required to lay out a specific class of graphs

with the designated property. The previously known lower bounds are, for the

most part, trivial. The only exception is the N27 bound which, as a corollary of

Theorem 5-1, is due to Thompson [179].

Table 5-2

Area Bounds

previous our upper
separator lower bound lower bound bound

NO, a < 1/2 N N

Na , a = 1/2 N Nlog2N Nlog2N

NO, a > 1/2 N2a  N2a

(planar) N NlogN Nlog2N

5.2 Edge Length Bounds

There has been a great deal of interest lately in the problem of minimizing the

length of the longest wire in VLSI layouts [BL81,CM81,PRS81]. It is not difficult

to show that the length of the longest wire in any reasonable, area-optimal VLSI
layout is at most a constant times the square root of the layout area. (Otherwise,

some wire would be longer than the perimeter of the layout, which is
unreasonable.) Bhatt and Leiserson [BL81] recently found bett.r layouts for graphs

with small separators. We have summarized their results in Table 5-3. (For
completeness, we have also included the trivial bound for graphs with large

separators.)
4

It is worth noting that the layouts which achieve the bounds in Table 5-3

simultaneously achieve the best known bounds for layout area. Thus no layout

area/maximum edge length tradeoffs are apparent.

55

I -- '"'" n m l i i i mi l i l i l - 1 " - |



J Table 5-3

Upper Bounds on the Maximum Edge Length of
N-Node Graphs With Specified Separators

Lipper bound on
separator maximum edge length

Na, a < 1/2 N"12/logN

Na, a = 1/2 N"12logN/loglogN

Na, a > 1/2 Na

Very little has been accomplished in the way of lower bounds, however, since
bisection width arguments do not seem to be applicable to edge length
considerations. In fact, the only known lower bound for maximum edge length is
the trivial lower bound derived from the diameter of a graph. (The diameter of a
graph is the greatest distance between any pair of nodes in the graph where
distance is defined to be the length of the shortest path linking the pair of nodes.)
The precise lower bound is stated in the following theorem.

Theorem 5-2: Any layout of a graph G with diameter d and layout area A has
some edge of length at least A'/ 2/3d

Proof. Let F be any layout of G and q be the length of the longest wire in r.
We will use F to construct another layout F' of G which has at most 9d2q2 area.
Since any layout for G has at least A area, this will be sufficient to show that

q > A112/3d

Since every pair of nodes in G is linked by a path of length d or less, we can
conclude that every pair of nodes are within distance dq of each other in F.
(Otherwise, some edge would have length greater than q in r, a contradiction.)
Thus, all of the nodes are contained in some dq x dq square in F. Since every
wire which leaves the square must re-enter at some other point, we can conclude
that at most 2dq wires can cross the boundary of the square at any point. By
rewiring the portion of F which is outside the square, it is possible to produce a
second layout F' for G which has at most 2dq additional horizontal tracks and 2dq
additional vertical tracks. (One additional horizontal track and one additional
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L, vertical track are needed to replace each wire.) Thus the total area of r' is at most
9d2q2. (As an example of how the rewiring should be done, we have included
Figure 5-2.) r3

F-.-.. boundary

b C

CI

aL+-- dL d

Figure 5-2: Rewiring Mie outer portion of a layout.

It is not difficult to construct N-node graphs with AN)-separators which have
logN diameter for any AN). By Theorem 5-2, any layout of such a graph must
have a wire of length Q(f(N)/logN). Using crossing number and wire area
arguments, however, we will find examples of graphs which -must contain even
longer wires. In particular, we will describe

1) an N-node planar graph for which any layout must have a wire of length
-- O( N / 2/Iog'/2 N),

2) an N-node graph with an O(N1/2)-separator for which any layout must have
a wire of length O(N121ogN/IoglogN), and

3) an N-node graph with an O(N/"'//r-separator for which any layout must
have a wire of length O(NI'-"/ for any r>3.

The latter two results achieve the known upper bounds for maximum wire
t4 length. They also indicate that some wires in some layouts must be very long

(possibly as long as the length of the entire layout).

For convenience, we have summarized our edge length results along with the
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previously known upper and lower bounds in Table 5-4. The upper bounds are
due to Bhatt and Leiserson [BL81] while the lower bounds are all easy corollaries
of Theorem 5-2.

Table 5-4

Maximum Edge Length Bounds

previous our upper
separator lower bound lower bound bound

Na < 1/2 N112/IogN N112 /IogN

Ncl, a = 1/2 N11a/logN N1I 2logN/loglogN N112 IogNIoglogN

NO, a > 1/2 Na/IogN aN

(planar) N1" 2/IogN N1"2/1ogw1 N N112IogN/IoglogN
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CHAPTER 6

NETWORK CONSTRUCTIONS

In this chapter, we will describe the networks for which we will later establish

layout area and maximum edge length lower bounds. As the networks are new

and interesting in their own right, we will discuss each at some length.

6.1 The 2-Dimensional Mesh of Trees

The N-node 2-dimensional mesh of trees will be the first example of a graph
with an O(N/'%)-separator known to have layout area O(Nog2N) and maximum

edge length O(N 1"21ogN/loglogN).

6.1.1. Definition

'The 2-dimensional nxn mesh of irees M2 (where n is assumed to be a power of
2) is defined as follows. Starting with an nxn matrix of nodes and adding nodes
wherever necessary, construct a complete binary tree in each row and column of
the matrix. The trees should be constructed so that

1) the leaves in each tree are precisely the nodes in the corresponding row or

column of the original matrix, and

2) the subgraph induced on the nodes in each quadrant is M2n.2 .

For example, we have drawn M24 in Figure 6-1. The nodes in the original 4x4

matrix are represented by dots. The nodes which were added in order to form row

trees are drawn as small triangles while those added to form column trees are
shown as small squares. The row tree edges are drawn with solid lines while

dashed lines represent edges of column trees. Notice that if we were to remove the
roots of the row and column trees of M2.4 and the edges incident to them, we

A would be left with 4 copies of f2.2 , one in each quadrant. In general, if we
remove the nodes and edges in the top k levels of the binary trees in Az2 , , we

will be left with 22k copies of At2.nzA . This important property of meshes of trees

is used extcnsivel throughout Chapters 7 and 8.
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It~ ~ ~~igr i-s ntdfiuttshw tahe x mesh of trees 24 ha

1) N = 3n2-2n = O(n 2 nodes,

2) bisection width n =O(N1'2)

3) diameter 4logn 0 (logN) ,and

4) an O(Nl?)separator.

By applying the methods discussed in Chapter 5, we can thus conclude that the
N-node 2-dimensional mesh of trees has

1) crossing number at most O(Nlog2N),

2) lay-out area between U~(N) and O(Nlog2N), and

3) maximum edge length bctween S(N112/IogN) and O(N 1 2 ogN/Iog~o,?N).
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In fact, we will show in Chapters 7 and 8 that the N-node 2-dimensional mesh of
trees has

1) crossing number O(NlogN),

2) layout area O(Nlog2N), and

3) maximum edge length O(N/21ogN/og/ogN).

Thus the 2-dimensional mesh of trees is the first graph with an O(N112) -

separator known to acheive the upper bound for layout area discovered by
Leiserson [L80a] and the upper bound for maximum edge length discovered by
Bhatt and Leiserson [BL81].

6.1.3 Applications

Computationally, the nxn mesh of trees is a very powerful network. Among
other things, it can be used to

1) multiply a fixed nxn matrix by rn different n-vectors in m+21ogn (word)
steps,

2) sort a list of n m-bit words in 2m+51ogn (bit) steps, and

3) link n input terminals to n output terminals in any order in logn (bit) steps.

The algorithms and processors needed for these operations are quite simple. For
example, the processors needed for sorting and switching need only contain a few
and and or gates while those for matrix-vector multiplication need only contain a
word multiplier or adder. We describe the algorithms needed for these operations
in the following three subsections.

(a) Matrix-Vector Multiplication

Given any fixed nxn matrix S=(sij). we will show how to program Af2.n to

compute the product of S and any in input n-vectors in m+ 21ogn (word) steps.
As S is fixed, it is not considered to be part of the on-line input. Rather, it is
considered to be part of the program (in the form of off-line input) and thus we

assume that the value of sly is initially stored in the (ij) leaf of A2, for each i and
j. The algorithm proceeds as follows.

Given any input vector v=(v,), input the Ah entry i) into the root of the jth
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column tree for each j, J<j<n. Pass the entries of v down the column trees so that
after logn steps, each leaf in the jth column tree has received the value of vj
Computation of the n2 products {sijvj I I < i, j < n} can now take place simul-
taneously. Afterwards, we can find the entries of the product vector Sv by
summing the values of the leaves in each row tree. This operation takes an
additional logn steps.

The total running time of the algorithm just described is I+21ogn . By
pipelining the input vectors through the column trees and the output sums through
the row trees, it is not difficult to see that m such products can be calculated in
m + 21ogn steps.

(b) Sorting

The algorithm for sorting proceeds as follows. Starting at the roots, input (bit by
bit) the ith word to be sorted into the iih row and column trees for each i, J<i<n.

Pass the bits down each tree so that after logn steps the leading bit of the ith word
has reached each leaf of the ith row and column trees. Comparison of the ith and
jth words for all i and j can now proceed simultaneously. After at most m
additional steps, the (iQ) leaf has decided whether the ith word is smaller or larger
than the fth word. Ties are broken arbitrarily (e.g., depending on the values of i
and J). Once this is done, each leaf transmits a 0 or a 1 to its column tree father
depending on whether its column tree word was smaller or larger than its row tree
word. Each column tree then sums these values in order to determine the position

of its word in the final ordering. (If the sum is carried out bit by bit starting with
the least significant bit, this process takes 21ogn steps.) This information is then
used to mark a path in each Column tree from the root to that leaf which is also in
the appropriate row tree (again taking 21ogn steps). It is now a simple matter to
transmit the bits of the ith word along the unique path from the ith column tree
root to the appropriate row root for each L As the paths are all pairwise disjoint
this process takes only m+ 21ogn steps.

The algorithm just described sorts a list of n im-bit numbers in 21n+ 7Iogn steps.
It is a simple exercise to speed up the alogorithm to obtain the 2m+51ogn step
bound. We should also point out that this algorithm is similar to the one described
by Muller and Preparata in IMP75]. The VLSI implementation of the algorithm is
new, however, and far superior to many of the VLSI sorting algorithms discussed
by Thompson in his recent surey paper 11.
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(c) Switching

Given the algorithm just described for sorting, it is clear how to program MZn to
serve as a switching network for n input and output lines. For example, assume
that the ith input line is to be connected to the jth output line for some i and j. In

order to do this, we first hook up the ith input line to the ith column root. We
next establish a path from the root of the ih cloumn tree to that leaf in the tree
which is also in the fjh row tree. This can be done by inspection of the binary
representation b,... bjozg of the numberj. More precisely, at the kth level of the
binary tree, we branch left or right depending on whether bk is 0 or 1
(respectively). Lastly, we link the appropriate leaf of the jth row tree to the root of
the fjh row tree and then to the flh output line (again taking logn steps).

The algorithni just described takes 21ogn steps to link n input lines to n output
lines in any order. It is not difficult to show that if the row tree connections are
hardwired in advance (i.e., by linking the root of each row tree to all of its leaves),
then the input-output connections can be properly made in just logn steps.

I

6.2 The ,-Dimensional Mesh of Trees

The N-node r-dimensional mesh of trees (for r>2) will be the first example of a
graph with an O(Na)-separator (for a>/2) known to have maximum edge length
O(Na).

6.2.1 Definition

The 2-dimensional mesh of trees can be easily generalized to higher dimensions.
For example, the 3-dimensional nxnxn mesh of irees M3,n can be constructed as
follows. Starting with an nxnxn cube of nodes and adding nodes wherever

necessary, construct a set of n2 complete binary trees in each of the three

dimensions of the cube. As before, the trees should be constructed so that the
leaves are precisely the nodes of the original cube and so that the subgraph
induced on each octant of nodes is A.l3 ,V2 . The general r-dimensional mesh of

trees Ar., is formed from an nxnx. • xn hypercube in a similar manner. In
general, removal of the roots and edges which are in the top level of the binary
trees will leave 2r copies of Mrn2

I,
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6.2.2 Properties

It is easily observed that the'r-dimensional nxnx... xn mesh of trees Mr,, has

(for bounded r)

1) N = (r+l)nr - rnr' = O(n) nodes,

2) bisection width n' =O(NI '11

3) diameter 2rlogn = O(logN) , and

4) an O(N'1/)-separator.

Thus we can easily infer that the N-node r-dimensional mesh of trees has (for

bounded r)

1) crossing number at most O(N2"21r,

2) layout area O(N 2"2), and

3) maximum edge length between i(Nl'l/r/logN) and O(NI' 11.

In fact, we will show in Chapter 7 that the graph has

1) crossing number O(N 2-"', and

2) maximum edge length O(NI'1".

Thus the i-dimensional mesh of trees is the first graph with an O(Na)-separator
(for al/2) known to achieve the trivial upper bound on maximum edge length.

6.2.3 Application to Matrix Multiplication

Computationally, the r-dimensional mesh of trees is a very powerful network.
For example, Mmr. can be used to multiply m pairs of nxn matrices in m+21ogn
(word) steps. The algorithm is very similar to the one used by M2., to compute

matrix-vector products. It procceds as follows.

At each time step, a pair of matrices is entered into the network via the roots of
the trees in two of the dimensions (one dimension for each matrix). The entries
are passed down through the trees so that after /ogn steps, the leaf in the (rxt)
position of the cube contains the (r,s) entry of the first matrix and the (5.) entry of
the second matrix for each r,s and t. All n3 multiplications can then be performed
simultaneolusly. The entrics or the product matrix are then calculated by stimming
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the values of the leaves of each tree in the third (previously unused) dimension.

This process takes an additional logn steps. As the network is easily pipelined, it is

clear that the total computation time is just m+21ogn (word) steps.

6.2.4 A Further Generalization

The r-dimensional mesh of trees was defined as a natural generalization of the

computationally powerful 2-dimensional mesh of trees. Mr,, can also be viewed as

a generalization of the r-cube, also a very powerful communications network. For

example, A4.2 is an i-cube with every edge replaced by a path of length 2. Viewed

in this light, the i-dimensional mesh of trees motivates the definition of a shuffle-
tree graph in the same way that the r-cube motivates the definition of the shuffle-

exchange graph. Although we have yet to investigate this graph in detail, it is quite

possible that it has important applications.

(As an aside, we should caution the reader that the asymptotic estimates given in

section 6.2.2 do not necessarily apply to Afr.2 since r was assumed to be bounded.
The correct estimates are not difficult to work out. however.)

6.3 The Tree of Meshes

The N-node tree of meshes will be the first example of a planar graph known to
have O(NlogN) layout area.

6.3.1 Definition

The tree of meshes is similar to the 2-dimensional mesh of trees in that it
combines the structure of a mesh with that of a complete binary tree in a natural
way. Unlike the 2-dimensional mesh of trees, however, the tree of meshes is a

planar graph. It is formed by replacing each node of a complete binary tree with a

mesh and each edge by several edges which link the meshes together. More
precisely, the root of the binary tree is replaced by an nxn mesh (where n is

assumed to be a power of 2), its sons are replaced by n/2 x n meshes, their sons are
replaced by n/2 x n/2 meshes, and so on until the leaves are replaced by ixi
meshes. In the place of each right edge of the binary tree (i.e., one which links a
node to its right son), we link the rightmost column of nodes in the mesh
corresponding to the father to the topmost row of nodes in the mesh corresponding

to the right son. Similar replacements are made for left edges of the binary tree. In

both cases, the connections are madie so as to preserve the coluin alid row order
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of the nodes and to insure that the resulting graph will be planar. The resulting

graph is refered to as the nxn tree of meshes and will be denoted by Tn . For

example, we have drawn T4 in Figure 6-2.

Figure 6-2: The 4W4 iree of meshes T'4.

6.3.2 Properties

It is easily seen that the nxn tree of meshes T. has

1) N = 2n2logn +n - (n2logn) nodes,

2) bisection width n - (N"12/log"2N)

3) diameter 8n = (N"2/log"2N) , and

4) an O(N112/Iog 1"N).separator.

Thus we can easily infer that the N-node tree of meshes has

1) layout area between 12(N) and O(NlogN), and

2) maximum edge length between 9(log112N) and O(N 1"21og 112N).

In fact, we will show that the graph has
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1) layout area O(NlogN) and

2) maximum edge length O(IogN).

The maximum edge length bound is fairly straightforward. We will show in

Chapter 8 that the wire area of the N-node tree of meshes is O(NlogN). As the

graph has O(N) wires, we can conclude that some of them must have length at least

i(IogN). The lower bound can, in fact, be achieved by a straightforward

modification of the H-tree layout for binary trees [MR79].

In section 6.4, we will show how to augment the N-node tree of meshes so that

any layout will have to contain a wire of length at least SI(N- 12 /Iog1l 2N).

6.3.3 Applications

The tree of meshes is a particularly interesting planar graph since it can embed

arbitrary planar graphs much more efficiently than can the ordinary mesh. For

example, it is not known how to embed an arbitrary planar graph in less than an

O(Nlog2N)-node mesh. As we show in part (a) of this section, however, any N-

node planar graph can be embedded in an O(NlogN)-node tree of meshes.

The tree of meshes can also be used to embed many nonplanar graphs which

have O(N"/2)-separators. For example, we will show in part (b) of this section how

to embed M2 in T2, for any n. This result will later allow us to give a simple

proof that the N-node tree of meshes has wire area at least Q(NiogN).

(a) Embeddings of Planar Graphs

In [LT77], Lipton and Tarjan prove an O(N1"2)-separator theorem for the class

of planar graphs. Recently, Bhatt and Leiserson [BL1 ] generalized this result by

showing that the class of planar graphs has an O(N'/ 2)-simultaneous separator.

(An N-node graph G is said to have an AN)-simulaneous separator if for any 2-

coloring (say, black and white) of the nodes of G, there are disjoint subgraphs G,

and G2 of G such that G, and G2 each contain 1/2 of the black nodes and 1/2 of

the white nodes of G, at most .AN) edges link G, to G2 , and both G, and G2 have

ftN/2)-simultaneous separators.) In the following theorem, we show that any N-

il node graph with an O(N 1/-)-simultaneous separator can be embedded in an

O(N/ogN)-node tree of meshes. As a corollary, we will thus be able to conclude

that any N-node planar graph can be embedded in an O(NlogN)-node tree of

nieshes.
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* Theorem 6-1: Ever), N-node graph with an O(NI/ 2)-simuhaneous separator can
be embedded in an O(NlogN)-node tree of meshes.

Proof- Let G be an N-node graph with an 4N)-simultaneous separator (AN)
will later be chosen to be O(N1/2) ). Partition G into two subgraphs G1 and G2 in
accordance with the usual separator theorem. Color the nodes of G, (G2) white or
black according to whether or not they are linked to a node in G2 (G,). (To be
precise, we should also weight each node according to the number of nodes in the
other subgraph to which it is adjacent.) Now use the simultaneous separator to
partition G, and G2 . Proceed in this manner until only isolated nodes remain. At
each step, color the nodes in the subgraph white if they are adjacent to some node
outside of the subgraph and black if they are adjacent only to nodes within the
subgraph.

After the first step, at most fN) edges will link each (N/2)-node subgraph to the
other. After the second step, at most _XN)/2+j N/2) edges will link each (N/4)-
node subgraph to any other. Using induction, it is not difficult to show that after k
steps, at most

AN)/2k-I + AN/2)/2k- 2 + AN/4)/2k'3 + ... + AN/2k'2)/2 + AN/2k-)

edges will link each (N/2k)-node subgraph to any other. In particular, for AiN) =

O(N / 2) , we can conclude that at most O(mt/2) edges will link any m-node
subgraph produced by this process to any other subgraph.

Each subgraph produced by the above procedure corresponds in a natural way
to a mesh of the tree of meshes. For example, G corresponds to the root mesh, GI
and G2 correspond to the second level meshes, and so on. In general, each m-node
subgraph corresponds to an 0(m)-node mesh. Thus each mesh can be used as a
switching network to embed the O(m/l) edges which link the corresponding
subgraph to other subgraphs. As an example of how this is done, we have
included Figure 6-3. In each switching network, the edges entering from the top
are linked to the edges entering from the sides. The nodes of G are embedded in
the bottom levels of the tree of meshes D3

Corollary 6-1: Ever), N-node planar graph can be embedded in an O(NiogN)-node
tree of meshe.&

Proof- Obvious 0
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(b) Embedding of M2'a in T20

Although we have not worked out the details, it appears likely that any N-node
graph with an O(N"2)-separator can be embedded in an O(NlogN)-node tree of
meshes. In section 7.4.3, we prove a slightly weaker result; namely that every N-
node graph with an O(N/' 2)-separator can be embedded in some O(NlogAN)-node
planar graph.

Of particular importance, however, is the fact that M2,1 can be embedded in T2n
for any n. For example, consider the embedding of M2.4 in T8 displayed in Figure
6-4. The embedding has been drawn as though it were construted as part of a
larger embedding (say of A, 8) in order to illustrate the recursive nature of the
general embedding procedure. In addition, the nodes and edges of M2,4 have been
drawn as they appear in Figure 6-1. For clarity, we have represented the nodes of
T8 as pinpoints and omitted its edges altogether. Also notice that we have not
included the bottom two levels of T8 since they are not needed for the embedding.

The embedding of M2 n in T2n for arbitrary n>4 proceeds as follows.

step 1: Remove the roots of the row and column trees of M2.n and all the edges
incident to them.

step 2: Embed the four copies of M2,., 2 obtained from step 1 in four separate
copies of Tn by calling this procedure recursively.

step 3: Embed the 2n roots of the row and column trees in the 2n x 2n mesh
so that

1) the column roots are located at positions (,t) for I < i < n/2 and
3n/2 < i < 2n, and

2) the row roots are located at positions (2i-1,2i-1) and (2i-I,2t) for
n/4 < i < 3n/4

step 4: Draw left and right horizontal edges from each column root to the left
and right outer columns of the 2n x 2n mesh and then to the appropriate node in
the top row of the corresponding n x 2n mesh. Similarly draw two left edges
from each row root with position (2i-1,2F1!) for some i and two right edges from
each row root with position (2-1,20) for some 1.

step 5: The n % 21 meshes are used as s itching netkorks. In parlicular, we
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K use them to make the following connections:

1) (1,1) to (i,1) for I < i < n/4 (column tree connection)

2) (1,1) to (i--n/2, 1) for n/4< i< n/2 (column tree connection)

3) (1, 2i- 1) to (4,1) for n/4 < i < 3n/4 (row tree connection)

4) (1, 21) to (i, 2n) for n/4 < i < 3n/4 (row tree connection)

5) (1,1) to (5n/2 - i+ 1, 2n) for 3n/2< i< 7n/4 (column tree connection)

6) (1,) to (2n - i+1, 2n) for 7n/4 < i < 2n (column tree connection)

step 6: Each n x 2n mesh can be easily linked to two copies of T, , each of
which contains an embedding of M2,,V2 produced by this procedure. In particular,
attach the wire leaving via the ith row of the n x 2n mesh to the node in the ith
column of the appropriate nxn mesh of T, for each n. (Note that the nodes in the
nxn meshes are roots of M 2,v/ and will become second level nodes of M2,)

6.4 The Augmented Tree of Meshes

As we mentioned in section 6.3.2, the N-node tree of meshes can be laid out so
that every wire has length at most O(logN). By slightly modifying the graph,
however, it is possible to increase the maximum edge length dramatically. The
basic idea is to add a complete binary tree with n2 leaves to the nxn tree of meshes
so that the leaves of one are linked in a one-to-one fashion with the leaves of the
other. It is important that the attachments between the two graphs be made so that
the resulting graph (which we call the nxn augmented tree of meshes Ta') is planar.
For example, we have drawn the 4x4 augmented tree of meshes in Figure 6-5.

It is easily seen that the augmented tree of meshes has, up to a constant, the
same bisection width, diameter, separator, layout area and number of nodes as does
the original tree of meshes. By adding the binary tree, we have simply decreased
the distance between any two leaves of the tree of meshes. In Chapter 8, we will
show that any layout of the N-node tree of meshes has two leaves which are spaced
at least Q(N'/ 2log'1 2N) apart. We will thus be able to conclude that the maximum
edge length of T,,' is at least S2(nlogn) = (N1/2/logI/ 2N). Using the techniques
developed by Bhatt and Leiserson in IBL8I], it is not difficult to show that the
lower bound is attainable.
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Figure 6-5: The 4W4 augmnented tree nf ineshes T4.
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CHAPTER 7

CROSSING NUMBER ARGUMENTS

In this chapter, we demonstrate the power of the crossing number as a lower

bound technique for VLSI. We commence by sho%ing that the crossing number is

-t least as large (tip to a constant) as the square of the bisection width. In section
7.2, we describe a powerful method for finding crossing number lower bounds.
'this method is then used in section 7.3 to find tight lower bounds oil the crossing
numbers of a variety of networks. We conclude in section 7.4 with a collection of
riscellaneous results. Included are additional upper and lower bounds for the

crossing number of a network as well as a procedure for embedding an arbitrary
N-node graph with an O(N/)-separator in an O(Nh)gA)-node planar graph.

7.1 The Relationship Between Crossing Number and Layout Area

We first show that crossing number arguments are at least as powerful as

bisection width arguments in establishing lower bounds for layout area.

Theorem 7-1: If G is an N-node graph with crossing nuniber c and biscction
vwidth b, then c + N > Q2(b 2).

Proof- Let D be a drawing of G in the plane with c crossings. Replace each

crossin of D with an artificial node. Call the resulting graph G' and note that it
has precisely c+N nodes. Using the weighted version of the Lipton-Tarjan planar

separator theorem ILT77], it is possible to bisect the real nodes of G' (by assigning
weight I to the real nodes and weight 0 to the artificial nodes) without cutting

more than O((c+N)11-) edges. After replacing the artificial nodes with their
original edge crossings, it becomes apparent that we have, in fact, constructed an
O((c4- N)112) bisection for G. Squaring, we find that c+N > Sl(b 2) 0

Using a similar proof technique, we can show that the crossing number is also
close to an upper bound for the la out area ol' a graph. In fact, should a really
good layout algorithm for planar gra)hs be found, then the Illowirg resutk1 could
become usefil in laying out aibilrary !alaphs.
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Theoren 7-2: Given an optimal drawing D for an N-node graph G with crossing-

Iumber c, it is possible to construct a layout for G with area at most

O((c+ N)log2(c+ N)). Should a procedure be found which lays out an arbitrary N-

niode planar graph in A(N) area, then we could construct a layout for G with area at

most O(A(c+N)).

Proof- As in the proof of Theorem 7-1, we replace each edge crossing of D with

an artificial node. The resulting graph G' has c+N nodes and is planar. Using

the methods developed by Lipton and Tarjan [LT77I and Leiserson [L80a], G' can

be laid out in O((c N)log2(c+N)) area. It is then a simple matter to replace the

artificial nodes with their original edge crossings to obtain the desired layout for G.

Alternatively, should an A(N)-area planar graph layout procedure be discovered,

we could construct an O(A(c+N))-area layout for G C3

As we have just seen, the idea of replacing edge crossings wvith artificial nodes is

simple but powerful. Jai-Wei and Rosenberg have also employed this strategy in

their work with embeddings of graphs in binary trees [JR81j.

7.2 A General MIethod for Proving Lower Bounds

In this section, we will describe a general method for proving crossing number

lower bounds. A variant of this method will later be used to prove lower bounds

for bisection width and wire area. The basic idea is as follows.

Given a drawing D for an N-node graph G, we will construct a drawing D' for

the complete graph on N nodes KV by tracing\over the edges of D. For example,

we have done this for the 4-node graph shown in Figure 7-1. The edges of the

original graph are drawn with dashed lines while solid lines indicate edges of K4 .

If we are careful not to trace over each edge of D too many times during the

construction of D, it may be possible to infer something about the number of

crossings in D by counting the number of crossings in D '. This is due to the fact

that the number of crossings in 1) is closely related to the number of crossings in

D' . For example, if r/ and e2 are edges of G which cross in 1D and e/ is traced

over s, times while c2 is traced over s, times, then the crossing of e/ with e2 will

appear sis) times in D '. Such a crossing of /' is called a crossing ofthefirst kind.

For exaniple, there arc four crossings of the first kind in the drawing of K4 in

Figtire 7-1.
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Ncrossings of
*--' the first kind

crossing of the
second kind

Figure 7-1: Construction of K4frotn the drawing of a 4-node graph.

Sometimes, it is necessary for two edges of D' to cross while traversing the same
edge of D. Such a crossing is called a crossing of the second kind. Note that there
is only one crossing of the second kind in the drawing of K4 in Figure 7-1. Since
D' can easily be drawn so that no pair of edges cross each other more than once,
there are usually not very many crossings of the second kind. More precisely, if G
has edges el , . . . , ek. and if edge ei is traced over si times for each i during the

construction of D', then D' can have at most gSi2/2 crossings of the second
kind. For most applications of the method, this number is substantially smaller
than the number of crossings of the first kind in D' and thus we usually do not
have to worry about crossings of the second kind.

By showing that the number of crossings in D' is large, we can conclude that
there must be a large number of crossings in D. For example, if each edge of D is
traced over at most s times during the construction of D' and D' is found to have
y crossings, then we can conclude that D has at least y/s 2 crossings. This follows
from the fact that each crossing of D is replicated at most s2 times in D'. (Note
that we have neglected crossings of the second kind in this argument.)

Fortunately, it is easy to find a good lower bound on the ntumber of crossings in
an) drawing of KN . We state the result formally in the ollowing lemma. The
proof can also be found in Klkitman's work [K701 but is gencrally regarded as
folklore.
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Lemma 7-1 (Kleitman [K701): The crossing number of KN, the complete graph
on N nodes is at least N(N-J)(N-2)(N-3)/120 for N>5.

Proof Let D be a drawing of KN in the plane with the sinai '-st possible number
of crossings c(N). We may assume that no pair of edges which cross in D are
incident to a common node. Otherwise, it would be possible to produce a drawing

D' for KN with c(N)-I crossings by exchanging the parts of the crossing edges
which lie between the common node and the point of crossing. This would
contradict the minimality of c(N).

Consider the N subdrawings of D obtained by deleting one of the nodes and all
of the edges incident to it. Note that each crossing of D appears in precisely N-4

of the subdrawings. (A crossing does not appear in any of the 4 subdrawings
Nvhich correspond to the deletion of a node incident to an edge of the crossing.)

Since each of the subdrawings is a drawing of KNI1, each must have at least c(N-I)
crossings. Thus (N-4)c(N) > Nc(N-1) . Applying the inequality recursively and
noting that c(5)=], we can conclude that

* c(N) _ [N/(N-4)][(N-I)/(N-5)]... [6/21

= N(N-I)(N-2)(N-3)/120 for N>5 0

7.3 Applications

Using the technique described in the previous section, it is possible to prove
crossing number lower bounds for a variety of networks. In particular, we will
prove lower bounds for the shuffle-exchange graph, the 2-dimensional mesh of
trees and the -dimensional mesh of trees. We commence with the shuffle-
exchange graph.

7.3.1 Lower Bounds for the Shufle-Exchlange Graph

* Our main result in this section is the following.

Theorem 7-3: The crossing number of the N-node shuffle-exchange graph is
O( N2/log2N).

6 Proof- As we showed in Part I of the thesis, the N-node shuffle-cxhangc graph
has layout area O(N2/log2iV). Thus O(N 2/og 2 N) is an upper bound for the
crossing number. In what Follows, we %%ill use the method of scction 7.2 in ordcr to
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show that the crossing number -of the N-node shuffle-exchange graph is at least
Q(N/log2N)•

Let D be any drawing of the N-node shuffle-exchange graph G where N= 2k.

We first show how to construct a drawing D' of KN on the nodes of G without
tracing over any edge of D more than NlogN times.

Given any pair of nodes ak ... a, and bk • • b, , draw the edge from
ak... a, to bk • • • b, along the path

ak ... a3a2a) - ak ... a3a2bi -4 blak ... a3a2 - blak ... a3b2 -

b2bak... a3 -4 ... -4 bk. 1 .. , b2bbk -"-- kbk.,... b2b,.

(In order that every edge of KAN not be drawn twice, we should assume that the
value of ak •. a1 is less than that of bk ... b! but this has no bearing on the
argument.)

Wherever a,= bi for some i, the preceding pati will have a loop. When actually
drawing the edges of D', we ignore such loops. For example, de edge from 01100
to 11101 is drawn along the path

01100 - 0,101 -* 10110 -4 01011 -4 10101 -4 11010 -4
11011 "- 11101.

For convenience, we have labeled the shuffle edges with an .-L and the
exchange edges with an -4 . Note also that we have omitted loops at 1010,
01011 and 10101

It is not difficult to show that every edge of D is traced over at most NlogN
times during the construction of D'. For example, consider the shuffle edge
linking ak • • • a2al to alak ... a2 . It is traced over during the construction of
edges of D' which link a node of the form

k- i
ak-i+ I a2 .

to a node of the form

alak ... ak-i+ 2

for any i, l<i<k (where • indicates either a 0-bit or a -bit). It is casily seen that
there arc at most k2k' such edges in D 'and thus each shuflie edge is traced over at
most N/ogV times. A similar argtument sho s that each exchlnge edge is al&o
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traced over at most NlogN times.

Since each edge is traced over at most NIogN times, there can be at most

(3N/2) [(N/ogN)2] = 3N3/(41og 2N)

crossings of the second kind in D '. This is substantially less than total number
Q(N 4) of crossings in D'. Thus D' must have 12(N4) crossings of the first kind.
As each edge of D is traced over at most NlogN times, this means that D has at
least S(N 4/(NlogN)2) = U(N 2/Iog2N) crossings 0

As the N-node shuffle-exchange graph has E((N) edges, we can conclude from
Theorem 7-1 that some edge of any layout for the graph must cross at least
1(N/Iog2N) other edges. We do not know whether or not this bound can be
achieved, however. The only known layouts for the N-node shuffle-exchange
graph have edges which cross at least Q2(N/logN) other edges.

It is also worth pointing out that the preceding argument can be used to prove
that the N-node shuffle-exchange graph has bisection width at least S(N/IlogN).
The result follows from the observation that KN has bisection width 0(N) and the
fact that every edge of D was traced over at most NlogN times during the
construction of D'. This means that the bisection width of the N-node shuffle-
exchange graph is at least f2(N 2/(NogN)) = (N/IlogN), as claimed.

In fact, a similar modification of the method described in section 7.2 can be used
to find tight bisection width lower bounds for all of the networks we have
investigated. For most of these networks, however, it is much more useful to study
the corresponding crossing number and wire area bounds.

7.3.2 Lower Bounds for the 2-Dimensional Mesh of Trees

In this section, we use a more sophisticated version of the method of section 7.2
to prove a nontrivial lower bound on the crossing number of the 2-dimensional
mesh of trees.

Tlheorem 7-4: The crossing nunber of the N-node 2-dinensional mesh of trees is
at Icast Q2(NlogN).

Proof- As before, let A,f denote the 2-dimensional mesh of trees (where n is a
power of 2). We will show that the crossing number of Al,, is at least

!
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(n2logn - 1212+ 121n)/40 for all n>1.

Since M 2,n has N= O(n') nodes, this will be sufficient to prove the desired result.

The proof consists of two steps. In the first, we show how to construct a drawing
of K,,2 from any drawing of Al2,, by tracing over the edges of M2., . We then
apply Lemma 7-1 to conclude that there are a large number of crossings among the
edges in the top levels of the binary trees of M2,, . In the second step, we
complete the proof by inductively applying the result of the first step.

step 1: Let D be any drawing of M 2.n in the plane. From this drawing, we can
construct a drawing D' of K,2 in the following way. First locate the n2 leaves of
the binary trees of D. They will serve as the nodes for K,,2 . Given any pair (i,j)

and (k,l) of these nodes, draw an edge from (,]) to (k,) along the unique path
from (i,J) to (io in the ith row tree of D and then from (i,/ to (k,/ in the lth

column tree of D. (In order that each edge not be drawzi twice, we shall assume
that i<k and, when i= k, that j(1.) As usual, we assume that the edges of D' are
drawn so that no pair cross each other more than once.

We next count the number of crossings of the second kind in D'. In order to

do this, we need to count the number of times each edge of D is traced over during
the construction of D 1. It is not difficult to show that each edge in the ith level of
a binary tree of M 2,n (henceforth, referred to as a iype i edge) is traced over at most

n2i(n2 .n22 "1 ) _ n32 i

times for any i<logn during the construction of D'. Thus at most n62"2i?1 crosses
of the second kind can occur at any type i edge of D. Since there are 2i  In type i

edges in M2 ,,9 we can conclude that the total number of crosses of the second kind
in D' is at most

1( 2i+ ln)(n6 2i'l) = n7 - n .

We next count the number of crossings of the first kind (i.e., those

corresponding to crosses in D). We say that a crossing of D is type i-j if it is the
crossing of a type i edge and a type j edge. Let i denote the number of type i-j

crossings in D and set ti= 3.ti.. Since cach type i edge is traced over at most n32i

times, each type i-j crossing of D produces at most (n?2i)(n?2j ) = n62-i-1 crosses

of the first kind in D'. Thus the total number of crossings of the first kind in D'
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is at most -6

~? jai Ii .

Summing, we find that the total number of crossings of either kind in D' is at

most n7+ n6  2"2it . By Lemma 7-1, this number must be at least

n2(n2-1)(n 2-2)(n 2-3)/120 for n2>5. Simplifying, we can conclude that

-22iti > (n2-121n)/120 for n>6.

Let Sk= It i be the number of crossings involving at least one edge from the
top k levels of' some binary tree of M2,n . In what follows, we will use the
preceding inequality to show that sk > (n2-121n)k/40 for at least some value of
k>1. Assume otherwise and observe that

I -2i , = "2i(si' si,)

where so is defined to be 0. The coefficient of each si (i= 0) in this sum is 2i-2 2 "

2 which is positive so for each i we may substitute (n2-121n)i/40 as an upper

bound for s, in order to see that

(/I tJ j'22it, < [(n2-12h)/401 f -ii(-)

Since -4i < 1/3 for all it, we can conclude that

.Y2"2i, < (n2-12Jny120 for all n>121,
de.,

a contradiction. Thus for all n>121, there is a k>I such that sk> (n2-121n)k/40.

step 2: Let c(n) denote the crossing number of Af2, n . Using the result of step 1,
we will now show by induction on n that c(n) >_ (n2logn - 121n2 + 121n)/40 for all
n>I.

As (n2logn - 12)n 2 +121n)/40 is nonpositive for small n, the lo%%er bound
trivially holds for all n(128. Assume that the lower bound holds for all ir<n where
i t>l/28 and let D be any drawing for Afhn. By counting the crossings of D in two
groups according to whether or not at least one edge of the crossing is contained in
the top k levels of the binary trees of Atf,, . we can observe that
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c(n) > 22kc(n2-k) + sk .

(Recall the definition of sk and the structure of M 2." .) By choosing k as in step I
so that sk > (n2-121n)k/40 and applying the inductive hypothesis for c(n249, we
obtain

c(n) _ 22k[n 2 2k(lognk)/40 - 121n2Z2k/40+ 121n2k/401 + n2k/40 " i2ink/40

> n2logn/40 121n2/40 + 121n/40 + 121n(2k-k-l)/40

> (n2logn 121n2 + 121n)/40.

Thus the inductive hypothesis is established and we can conclude that the
crossing number of A 2,n is at least S(n21ogn) = Q(NlogN) 0

In section 7.4.3, we will show that the crossing number of any N-node graph
with an O(N 1/ 2)-separator is at most O(NlogN). Thus, we will be able to conclude
that the crossing number of the N-node 2-dimensional mesh of trees is precisely
O(NlogN).

7.3.3 Lower Bounds for the r'Dimensional Mesh of Trees

By modifying the proof of Theorem 7-4, it can be shown that any layout of the
r-dimensional mesh of trees must have very long wires. In particular, they must be
as long as the width of any optimal layout for the graph. We state this result more
precisely in the following theorem.

Theorem 7-5: An) drawing of the N-node r-dimensional mesh of trees contains
an edge which crosses at least Q(Ni'') other edges.

Proof. The r-dimensional nxnx. * xn mesh of trees Atr., has
N = (r+ i)n" - rnr' = O(ii') nodes for bounded r. We will show that any layout
D of M., contains an edge which crosses at least S2(n"r1) = iQ(NI '"') other edges,
thus proving the theorem. The method used is very similar to that of Theorem 7-4.

As we did for the case or r= 2 in Theorem 7-4, we first construct a drawin, D' of
the complete graph on the nr leaves of Atfr.* Each type i edge of D is traced uver
at most 1r+ 12i times by this procedure. Thus the total nuLllber of crossings in D'
is at most

(rni3r+ ')/2 + ,,2r4 212-
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where, as before, ti=.j and to is the number of type i-j crossings in .

Applying Lemma 7-1, we can conclude that 'f2 2 ti > Q(n 2r ).

Let sk= t i be the total number of crossings of D involving an edge from the
top k levels of the binary trees in Ar., I Using arguments similar to those used to
prove Theorem 7-4, it is not difficult to show that for large n, there exists a k such
that sk > 1Q(n 2 '22). As there are only rn' 1 (2k+ 1-2) edges in the top k levels of
Mr,, for any k, we can conclude that at least one of them crosses at least U(ne'l)

other edges 03

It is worth pointing out that the preceding arguments can also be used to show
that the crossing number of the N-node r-dimensional mesh of trees is O(N 22 / r)
for bounded r>2.

7.4 Further Methods

In this section, we describe some additional methods for proving crossing
number bounds. We first generalize Lemma 7-1 to prove a combinatorial lower
bound on the crossing number of any N-node graph with at least 4N edges. This
result is then used in section 7.4.2 to prove crossing number lower bounds for a
class of graphs which are similar to the 2-dimensional mesh of trees. We conclude
by proving a nontrivial upper bound on the crossing number of graphs which have
O(N1'/)-separators. As a corollary, we wiil show that any N-node graph with an
O(N't/-)-separator can be embedded in some O(NIogN)-node planar graph, thus
generalizing Theorem 6-1.

7.4.1 A Combinatorial Lower Bound for Crossing Numbers

In this section, we substantially generalize the result of Lemma 7-1.
Throughout, we assume that G is a simple graph (i.e., that it has no loops or
multiple edges).

Theorem 7-6: If G is a graph with E edges and N nodes where E>4N, then the
crossing number of G is at least E3/375N2,

Proof" The proor is by induction on N. For N= 1, the resLlt is vacuously true.
Assunic that the result is truc for all N'<N where N>1 and let G be a graph with
N nodes and E edges %kwhere E>4N. We \\ill show that the crossing number c of
G is at least E/375N2, Ihis proving the theorem. There are two cases to
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consider.

case ]: 4N < E< 5N.

We first use Euler's formula [BLW76I in order to show that the genus of G is
large. Euler's formula states that

E + 2 = N+f + 2g

where f is the number of faces of any proper embedding of G on a surface of
genus g. Since G has no loops or multiple edges, every face contains at least 3
edges and thus 3f<2E. Substituting, we find that

2g = E+ 2 -N-f

> E + 2 -N- (2E3)

SE13+ 2-N

and thus that g > (E-3N)/6. For 4N <. E < 5N, it is not difficult to show that
(E-3N)/6 >E3/375N 2 and thus that g > E3/375N 2.

Given any graph with crossing number c, it is possible to find a proper
embedding of the graph on a surface with genus c. We can do this by drawing the
graph on a sphere so that only c pairs of edges cross and then putting a "handle"
in the region immediately surrounding each crossing. The edges of the crossing
can then be redrawn through the handle so that they no longer cross. As the
resulting surface has genus c, we can conclude that gc for any graph with genus g
and crossing number c. In particular, we can conclude that c > E3/375N 2 for G.

case 2: E > 5N.

Let d, ,.... , dN be the degrees of the N nodes of G and let D be an optimal
drawing of G. As usual, we can assume that no pair of edges which cross in D are
incident to the same node of G. Consider the subdrawing D, of D obtained by
deleting the i node of G and all the edges incident to it. This subdrawving is also
a drawing of a graph with N-1 nodes and E-di edges. Since E>5,V and d.<N-l, we
can conclude that

E-d i > 4N+! > 4(N-1).

Ttlis we can apply the indtuctivc hypothesis to D, in order to conclude that it has at
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least (E-di)S/[37S(N-J)J crossings.

Each crossing of D will appear in precisely N-4 of the N subdrawings of D
produced by the above procedure. Applying the technique used to prove Lemma
7-1, we can thus conclude that

! c > Il(N-4)] 2,(E-di)-?/[375(N-l) 2]

[I/375(N4)(NI)2] ,(E3 - 3E 2di + 3Ed,2 - d,)

[J/375(N-4)(N-I)/) [E3N - 3E 2(2E) + .,(3Edi2 - di].

AJ 4/

Since 2E - 2d i, it is not difficult to show that ,(3Edi2-di3) attains its

minimal value when di = 2E/N for J<i<N. At this point,

tp(3d,2_d,3 > 12E 3/N - 8E3/N 2

and thus

c > (E3N-6E3 +12E 3/N-8E3/N)/[375(N3 -6N 2 +9N-4)].

For N>2, this expression can easily be reduced to show that c > E3/375N 2 0

It is interesting to note that the lower bound proved in Theorem 7-6 is (up to a
constant) tight. For example, the N-node graph consisting of N2/E disjoint copies
of KE/N has O(E) edges and crossing number at most O(E3/N for any E>4N.

7.4.2 Applications

When defining the 2-dimensional mesh of trees, we required that the binary
trees be interconnected so that t2., contain 2 2k disjoint copies of Mf2,12-k as

subgraphs for any k. Not only is this definition the most natural, but it also allows
us to use induction in the lower bound proofs for the network. Surprisingly,
however, the constraint is not necessary in order to show that Af2 ,, can perform
matrix-vector multiplication, sorting or switching in O(logn) time. In fact, any
network consisting of n row trees and n column trees which share the same set of
leaves can do these operations quickly. Thus it is conceivable that sonic other
arrarlcnicgnt of the tree interconnections might lead to a network with a smaller

crossing number. In what follows, we use Theorem 7-6 to show that this is not the
case.
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Theorem 7-7: If G is an N-node graph formed in the same way as the nxn mesh
of trees except that arbitrary interconnections are allowed between the leaves o,
binary trees, then G must have crossing number at least U(NlogN).

Proof- Let Gk denote the subgraph of G obtained by deleting the nodes and
edges in the top k levels of ihe binary trees of G for 0<kWlogn. For example, if
G-A'f, then Gk consists of 22k disjointcopies of Af,, 2-k . Otherwise, Gk is a
graph for which each node of the original mix:: matrix of nodes is a leaf of a
horizontal complete binary tree of depth logn - k and a leaf of a vertical complete
binary tree of depth logn - k . For each k, let Hlk denote the graph whose nodes
are the n2 leaves of Gk and whose edges are the paths in Gk of the form

leaf- path in horizontal binary tree - leaf- path in vertical binary tree - leaf.

Note that if G A2n , then Ilk consists of 2 2k disjoint copies of K,1 22-2k . In any
case, Ilk is a regular graph for which each node has degree n222kI

Given any drawing Dk of Gk , it is easy to construct a drawing Dk' for Hlk by
tracing over the edges of Gk in the natural way. It is not difficult to see that each
type i edge of G is traced over at most (= .?-iZ2k- times by this

procedure for 15k. Thus each type i-j crossing is reproduced at most i62 4 k-i <

n62-4 k 2i times for j > i > k
Given any drawing D of G, construct 26k separate drawings Dk' of "k for each

k>O. Each type i-j cros.ing of D will appear a total of

(,1 62-4k2i)( 26k) = 162-2i _22k
K:V "r

< 0(n6 )

times in these drawings. In what follows, we will show that there are at least
Q(n' logn) total crossings of the first kind in these drawings. We will thus be able
to conclude that the crossing number of G is at least Q(n2logn).

As Ilk has Ek = O( 42-24) edges and Nk = n2 nodes, we can apply Theorem
7-6 to conclude that D,' has at least Q2(E 3/Nk' ) = Q(1 2

"64) crossings. Thus

there are at Icast ,(n ') crossings among the 2k drawings Dk' . Summing over k
for 0<k<logn, we find that there are at least Q(n'ogn) total crossings among all of
the drawin.s fDk'l 0<k<logn ). It is not difficult to check that there are at most
O)(n7 2

y k) cross;ings (f the second kind in eath (lra\k ing of '11 . As there are 2e
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such drawings for each k, we can conclude that there are at most

.(W5k26k -< o(,)

total crossings of the second kind in all the drawings {Dk'l O<k<logn }. Thus
there are at least 12(nSlogn) total crossings of the first kind and the crossing number
of G is at least Q((n-:logn)n 6) = f(n 21logn) = (Q(NlogN) 13

As a corollary, we can see once again that the crossing number of M2,n is at least
"(Nlog 2N).

7.4.3 An Upper Bound for Crossing Numbers

Since any N-node graph with an O(No)-separator for some a>/2 has an
O(N2a)-area layout, we can easily see that it also has crossing number at most
O(N20). By Theorem 7-1, we can conclude that this bound is tight since many
such graphs also have bisection width at least Q(NO).

The situation is not as clear for graphs with O(Nt/-)-separators, however. For
example, the best known upper bound on the layout area of an N-node graph with
an O(N'/)-separator is O(Nlog2N) yet no such graph is known to have a crossing
number greater than Q(NlogN) In what follows, we prove a tight upper bound on
the crossing number of any such graph.

Theorem 7-8: The crossing number of any N-node graph with a O(N
separator is at most O(NlogN).

Proof- Given such a graph G, we will construct a drawing for G with at most
O(NlogN) crossings. in order to construct the drawing, we will

1) decompose G into subgraphs according to the separator theorem,

2) draw the subgraphs by recursively calling the procedure, and

3) draw the edges which link the subgraphs together without introducing too
many crossings and so that every node remains "close" to the exterior of the
drawing.

In order to illustrate the procedure, we will describe in detail how drawings Dt
and D2 of two in-node subgraphs are used to construct a drawing D of the
combined 21n-node subgraph. Let din) denote number of crossings in DI or D2f2,
.hichever is larger. Fuirther let dim) denote the imaimtIm ntmber of'edges which
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must be crossed in order to draw an edgc from any node in D! or D2 to the
exterior of DI and D2 . Construct D from the drawings of DI and D2 by drawing
in the O(tn' / 2) edges which link them together in the best way possible. Now let
d2m) and d(2m) be the obvious values for the constructed drawing D. It is not
difficult to show that

c(2m) < 2c(m) + 0(m) + O(rnit2d(n))

and that

(2in) < d(m) + O(min2).

Solving the recurrences in general, we find that d(m) < 0(m1'-) and thus that
c(m) < O(mlogm). "'lius the above procedure can be used to find a drawing for G
with at most O(NlogN) crossings 03

Using the preceding result, we can substantially generalize Theorem 6-1.

Theorem 7-9: Any N-node graph with an O(N't-)-separator can be embedded in
an O(NiogN)-node planar graph.

Proof- Construct a drawing of the graph with O(NhgN) crossings according to
the method described in the proof of Theorem 7-8. Replace each edge crossing in
the drawing with an artificial node. The resulting graph has O(NlogN) nodes, is
planar and embeds the original graph 0
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4] CHAPTER 8

WIRE AREA ARGUMENTS

In this chapter, we extend the method of section 7.2 to prove lower bounds on
the wire area of a variety of networks. In each proof, we will use a layout of a
network to produce a layout for the complete graph. By showing that the nodes of
the layout are widely spread out, we will be able to conclude that the wire area of
the layout for the complete graph is very large. Provided that the edges of the
originai network were not traced over too many times, we can then reason that the
wire area of the original network is also large.

8.1 Lower Bounds for the 2-Dimensional Mesh of Trees

In this section, we find tight lower bounds for the layout area and maximum

edge length of the 2-dimensional mesh of trees.

Theorem 8-1: The wire area of the N-node 2-dimensional mesh of trees is at least
Q(Nlog2N).

Proof: As usual, we denote the nxn mesh of trees by H2.; . In addition, let
t(n) denote the wire area of A21, and let a be a positive constant such that

(.) a < n/(4log2n) for all n>2, and

(**) a < 22i2°/(J12j6) for all w~l

where /3 =j, --, .also a constant. Clearly such a constant exists (a = 2. 30 should

suffice) and clearly %(n) >. an2 log'n for n= I and 2. Consider a value of n>4
.* which is a power of 2 and assume that for all values of nKn which are powers 2

that u(m) > am2log2m. We will use induction to show that w(n) > an2log2n.
Since MAn has N=O(n2) nodes, this will be sufficient to prove the theorem.

SConsider any layout for Af n which uses n(n) wire. Partition the layout into

three vertical strips Vo., VI and V2 so that the center strip contains 3n2/4 leaves
and each outer strip contains n2/8 leaves. Similarly partition the layout into three
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horizontal strips Ho , H, and H2 so that the middle strip contains 3n2/4 leaves

and each outer strip contains n2/8 leaves. For example, see Figure 8-1.

vo  :, V2

Ho

I

H,

H2

". !

" I I '
*I I

Figure 8-1: Partitioning of the layout for M2 .

Let p denote the length of the longest side of the center block formed by the
intersection of V and H 1 . Without loss of generality, we assume that the longest

side is horizontal. In what follows, we will show that p 1 a 1~2 lon8

Since each of the regions V~nHj and V~nHj can contain at most n218
leaves, it is clear that VnH, contains at least n212 leaves. Consider the n312
subgraphs of AIZ,, produced by eliminating the top (3logn)/4 levels of the row
and column binary trees of M2 n . Each of these subgraphs is isomorphic,- to

A12n" . By the pigeonhole principle, at least 1/2 of these subgraphs have at least
one leaf in V~flH, . If p < (a "nlogn)/8 (otherwise we are done), then at most
4p < (a1"2nlogn)/2 edges can cross the boundary of VjnHj . Thus at most
(a 1'2nlogn)/2 of the subproblems which have at least one leaf in Vlnfl can
have some node or part of an edge outside VnH, . This means that at least
(0312 - at' 2nlogn)/2 copies of Af2.n,- are wholly contained in Vn,fH

Applying the inductive hypothesis, we conclude that InH, contains at least

,1gj - /-1232g

(n312 - a11,inogn)n,(n 114)/2 > (an~lg' -a
2 3 'lgn)132

> (an~IAi'nVO4 w~ire.

90



(The last inequality follows trivially from (s).) Thus Vlt'H 1  has at least
(an 2log2n)/64 area and p > (c 1/ 2nlogn)/8, as claimed.

We next use the layout for MA to construct a drawing for the complete graph
on n2 nodes (namely. the n2 leaves of AM2. ). No matter how the edges of the
complete graph are drawn in the plane (e.g., they may cross or overlap), it is clear
from Figure 8-1 that the sum of the lengths of all the edges (as measured in
Euclidean space) is at least n4p164 > (al/2n5ogn)/29 . This is due to the fact
that n4/64 edges pass from region Vo to region V2 and that these regions are
separated by a distance p.

Let Li denote the sum of the lengths of the edges in the it levels of the binary
trees of M.. Since every level i edge is traced over at most n32 i times in the
drawing of the complete graph, we can conclude that

i L2'n3 > (aI/ 2nStogn)2 9

e t I

and thus that

'TLX (> 1"2n2 logn)/29.
I

In particular, this means that

L >_ (a1'n 2Iogn2"2 9#i)o0

for some i < logn. (Recall that = -i-2 .) Otherwise,

Li < (a11 2n21ogn2i)1(29fi 2)

for 1< i < logn and thus

f' -i < Ta/120n21y(2 )

< (a 112n21ogn)/2 a contradiction.

Using the straightforward relation

w(n) 2> 22ii(n2" ) + L

where i has been chosen so that

Li _ (al 2n2 1ogn2i)1(29fi2),

we can conclude that

91



>(n) 221(n2i)"1ogn - ) ( 112,12logn2t(2 9 P

: an2log2n - 2ain'logn + (aI/ 2n2 ogn2i)/(29Pi)

> an2log2n

(The last inequality follows trivially from (.) Thus n(n) > Q(n 21og 2n) for all n [

Theorem 8-2: Any layout of the N-node 2-dimensional mesh of trees contains a
wire of length at least S2(Nt/21ogN/ogogN).

Proof- It is sufficient to show that any layout for M2,n contains a wire of length
at least l(nlogn/loglogn). Assume for the purposes of contradiction that this is not
the case and consider a layout of M2 ,, for which the longest wire has length
q << O(nlogn/loglogn). Using arguments similar to those used to prove
Theorem 5-2, we first show that (without loss of generality) the area of such a
layout is at most O(q2log2n) << O(n21og4n)

Since every pair of nodes of M2.n is linked by a path of length at most 41ogn, all
of the nodes in the layout are contained in a 4qlogn x 4qlogn square. At most

16qlogn wires may leave and re-enter the square at various points along its
boundary. Without increasing the lengths of any of these wires, it is possible to
rewire the segments outside the square using at most O(q 2log2n) additional area.
Thus, the resulting layout for M2,n will have maximum edge length q and area at

ostO(q2log2n).

The proof is completed by observing that any layout of M2., with area less than
O(n2log4n) must have a wire of length at least U(nlogn/loglogn). From the proof

of Theorem 8-1, we know that 9L i2"i > (all2n2logn)129 . Thus either

1) there is an i < 41oglogn such that Li >_ (at" 2n2logn2')(2 t 21oglogn), or

2) there is an i > 4loglogn such that L i > (ct/2n&logn29/(2 10 li)

%here, as before, the constant /3= j -2. Otherwise,

#Y=- +

< (at1/ 2n21og)/210 + [(a/2n2logn l)/'0  -2 -

< (al/21 2logn)/2 9 , a contradiction.
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the layout would be at least
Li > U(n21ogn/ .

* >- Q(n2l°ognj7(glogn)1)

> S(n 2log4n) , a contradiction.

Thus the first condition must be true and there is an i such that Li >
Q(n2logn2iloglogn). Since there are n2i+ I type i edges in M2,n , we can conclude
that at least one of them has length at least r(nlogn/loglogn) 03

8.2 Lower Bounds for the Tree of Meshes

Using the results of the previous section, it is easy to demonstrate the existence
of planar graphs which cannot be laid out in linear area and which must have long
wires. In particular, we can conclude the following.

Theorem 8-3: The wire area of the N-node tree of meshes is at least U(NlogN).

Proof: As we showed in section 6.3.3b, the N-node 2-dimensional mesh of trees
can be embedded in an O(NlogN)-node tree of meshes. By Theorem 8-1, we can
thus conclude that the wire area of the NlogN-node tree of meshes is at least
Q(Nlog2N). Equivalently, the wire area of the N-node tree of meshes is at least

* f2(NIogN). [3

Theorem 8-4: Any layout of the N-node augmented tree of meshes has a wire of
. length at least Q(N112/log 112N).

Proof: In the proof of Theorem 8-1, we showed that any layout of M2,, has two
leaves which are spaced at least Q(nlogn) distance apart. Since (as we showed in
section 6.3.3b) M2,, can be embedded in T2n' so that the leaves of M2,n are

embedded in the leaves of T2. , we can observe that any layout of T2. also has
two leaves which are spaced at least fQ(nlogn) distance apart. Since every pair of
leaves in T2n are linked by a path of length at most O(logn) in T2n', we can
conclude that some edge of T2,' has length at least fU(n) = Q(N1/ 2/log 112N) D

Had we so desired, we could have proved both results directly, using arguments
identical to the ones used to prove Theorem 8-1.
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8.3 Lower Bounds for a Restricted Class of Binary Tree Layouts

In [BK80]. Brent and Kung considered layouts of N-node complete binary trees
for which every leaf is located on the boundary of some convex region. In
particular, they showed that the wire area of any such layout is at least Q2(NlogN).
Recently, Patterson, Ruzzo and Snyder [PRS81] extended this result by showing
that any such layout with area A must have some edge of length Q(N/log(A/N)).
In particular, this means that if A = O(NlogN), then there must be some edge of
length Q(N/loglogN) but that if A = O(N t +6) for some e>O, then there must
only be an edge of length Q(N/IogN). In what follows, we show how to use the
techniques developed in this chapter to give short proofs of these facts.

Theorem 8-5 (Brent and Kung [BK80]): Any layout of the N-node complete
binary tree in which every leaf is on the boundary of some convex region requires
2(NlogN) area.

Proof, Given any such layout, we first use the methods of section 8.1 to
construct a layout of the complete graph on the n= O(N) leaves of the tree. Since
the leaves are on the boundary of some convex region, it is easily shown that the
layout of Kn uses at least 12(n 3) wire.

Let Li denote the sum of the lengths of the edges in the ith level of the tree. As
each ith level edge is traced over at most n22"i times, we know that

jn3Z'Li <_ (n1)

and thus that 2Lfi > U(n). Using arguments similar to those in the proof of
Theorem 8-1. we can conclude that Li _ Q2(n2i/12) for at least one value of i.

Letting %(n) denote the wire area of the binary tree layout, we can see that

w(n) > 4 (n Zt) + Q(n2Yi2).

Solving the recurrence, we find that w(n) > 1(nlogn) = 12(NlogN) 0

Theorem 8-6 (Patterson, Ruzzo and Snyder [PRS81]): Any A-area layout of the
N-node complete binary tree in which ever), leaf is on the boundary of a convex
region has some edge of length 1(N/log(A/IN))

49, Proof- The proof follows that of the preceding theorem until it is concluded that

.2L4'i > I2(n). Using methods similar to those used to prove Theorem 8-2, we
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can then observe that one of the following conditions must be satisfied:

1) there is an i 2log(A/n) such that Li > Q2(n2i/log(A/n)) , or

2) there is an i > 2Iog(A/n) such that Li > fl(n2'/i)

The second condition cannot possibly hold since, if it did, the layout area would
be at least Li > (Q(n2/i -) which, for i > 2Iog(A/n) , means that

A > Q(A2/nog2(A/n))

> Qt(A) , a contradiction.

Thus the first condition holds and we can conclude that there is an i such that
L, Q(n2illog(An)). As there are only 2i + I edges in the ih level, at least one of
them must have length at least fP(nlog(A/n)) = Q(N/Io&(A/N)) 13
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CONCLUSION

In Part I of the thesis, we described several new layouts for the shuffle-exchange
graph. In particular, we found

1) an asymptotically optimal O(N2/log2N)-area layout of the N-node shuffle-
exchange graph, and

2) practical layouts for small shuffle-exchange graphs.

As a result, it should now be possible to construct large scale shuffle-exchange
chips. The only remaining question is whether or not there is a layout of the N-
node shuffle-exchange graph for which every wire has length at most O(N/log24.
All known layouts have wires of length at least O(N/iogN).

In Part II of the thesis, we descibed techniques for finding good lower bounds
on the crossing number, wire area, maximum edge crossing and maximum edge
length of a variety of VLSI networks. In particular, we applied these techniques to
find

1) an N-node planar graph which has layout area O(NogN) and maximum
edge length O(NJI2/ogl 2N),

2) an N-node graph with an O(N1/')-separator which has- layout area
O(Nog2N) and maximum edge length O(N 1121ogN/IoglogN), and

3) an N-node graph with an O(Na)-separator (for a1/2) which has maximum
edge length O(Na).

Thus we have answered all the open questions concerning bounds for layout
arca and maximum edge length of networks with known separators. We have only
partially answered the corresponding questions for planar graphs, however. In
particular, it would be of great interest to know whether or not every N-node
planar graph can be laid out in O(NlogN) area.
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area of a layout 4
artificial node 74
augmented tree of meshes 72

basic piece of a necklace 26
basis node 15
bisection width 52

complex plane diagram 9
crossing of the first kind 75
crossing of the second kind 76
crossing number 5

degenerate necklace 10
diameter 56
distance in a graph 56
distinguished node of a basic piece 26
distinguished node of a necklace 21
distinguished node of a primary piece 26
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full necklace 10

layout area 4
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. separator 51
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ADDENDUM

Much has been accomplished during the period of time between the submission
of this thesis to the M IT math department in August of 1981 and the publication of
the thesis as a technical report in June of 1982. In facLt, so much has been
discovered in the interim that it would be possible to write several additional thesis
on the subject. As an aide to those who wish to know more about the new
material, we have included below, a brief bibliography of sonic of the recent work
on layout strategies for VLSI.

Of particular importance is the work contained in [V81], [CS811, [NMPS1] and
[L821. In [V81]. Valiant independently proves many of the separator-based results
which are attributed to Leiserson in the thesis. The mesh of trees described in
Chapter 6 of the thesis is independently discovered in [CS81] and [NMiP81] where
it is used to support a wide variety of fast parallel algorithms. Finally, the work
reported in [L82] significantly extends the separator-based work of Leiserson and
Valiant as well as the material in this thesis.
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